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Abstract—The problem of multicasting multiple messages with 117, X, Wi (1),Wa(1),Ws(1)
the help of a relay, which may also have an independent —{ Encoder 1 > v
message of its own to multicast, is considered. As a first step 1
to address this general model, referred to as the compound W5 X3 CMACr | Decoder 1
multiple access channel with a relay (cMACr), the capacity —>| Relay
region of the multiple access channel with a “cognitive” rehy Ys |p(y1,y2, ys|z1, T2, 23) ]
is characterized, including the cases of partial and rateiinited |, 75 | Decoder
cognition. Achievable rate regions for the cMACr model are hen 23| Encoder 2——» v
presented based on decode-and-forward (DF) and compressid: Xo Wi (2),Wa(2),Ws (2)
forward (CF) relaying strategies. Moreover, an outer boundis ' o
derived for the special case in which each transmitter has aitect Fig. 1. A compound MAC with a relay (cCMACT).

link to one of the receivers while the connection to the other
receiver is enabled only through the relay terminal. Numercal

results for the Gaussian channel are also provided. relay. In this scenario the cognitive relay is assumed toarkno

|. INTRODUCTION both messages non-causally. We provide the capacity region
lf]or this model. As an intermediate step between the cognitiv

Consider two non-cooperating satellites each multicgsti del and cMAC | ider the rel ith fini
radio/TV signals to users on Earth. The coverage area arr%ay model and ! f, we aiso consi ert © relay W't. Inite
pacity unidirectional links from the transmitters andifits

the quality of the transmission is limited by the strength dapact . ) .
pacity region. In this scenario, parts of the messages are

the direct links from the satellites to the users. To extelfd

coverage, to increase capacity or to improve robustnessFr%psm'tted to the relay over the finite capacity links ang th

standard solution is that of introducing relay terminalbjch rates of these. Ilnks determine h,OW much the relay can help

may be other satellite stations or stronger ground statibins e_ach User. Th's is not the case in the gengrgl CMACr model

role of the relay terminals is especially critical for uséhnat since decoding _at the relay r_mght be restrictive, ygt We can

lack a direct link from any of the satellites. use these _technlques to obtain gch|evable rate regions.
Cooperative transmission has been extensively studigd bot We provide achievable rate regions for cMACT with decode-

for a single user with a dedicated relay terminal [1], [2] &md and-forward (DF) and comp_ress—and-forward_(CF) relaying.

two cooperating users [3]. In this work, we study coopena\tic}he C!: scheme, the relay,_ msteaq of d_ecodlng Fhe messages,

in a model with two source terminals simultaneously muii%caquam'z_e_S and broadcasts its re_ce|ved signal. This Cm

ting independent information to two receivers with the hafip to the joint source-channel (_:odmg problem .Of broadcasding

a relay. While the source terminals cannot directly cod@eracommon source to two receivers, each with its own correlated

the relay can support both transmissions simultaneouslyﬁ.](gie information, in a lossy fashion, studied in [8]. Thisutt

enlarge the multicast capacity region. Moreover, it is el indicates that the pure channel coding rate regions foairert

that the relay station has also its own message to be mmticggglu-user networks can be |mpr_oved by exploiting relateq
The model under study is@mpound multiple access ChanJomt sourpe-c_hannel coding technlques..The cMACr model is
nel with a relay(cMACr) and can be seen as an extension S0 studied in [5], where DF and amphfy-and—forwgrd (AF)
several channel models, for example, the compound multi gsed protocols are analyzed, assuming that no privatg rela
access channel (MAC), the broadcast channel and the reld h ¢ of th . ized as foll Th ¢
channel. The main goal of this work is to provide achievable del res ? q € p;perés ot_rganlllzel ass ci. OWTIII N stysdem
rate regions and an outer bound on the capacity region fer thjode IIS n r.? ucel N Scllor']l'h' n Sec '03 I;’.V(T study
model. We start our analysis by studying a simplified versiﬁﬁvera cognitive relay models. The compound muttiple ssce

of the cMACT that consists of a MAC with a “cognitive”c annel with a relay is studied in Section IV. In Section V
numerical results for the Gaussian channel setup are pessen
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COMmunications NEWCOM-++. three input alphabet¥;, X and X5 of transmitter 1, transmit-

ssage is available.



ter 2 and the relay, respectively, and three output alpkahet  Proposition 3.2: The capacity region of the MAC with a
Y, and)s of receiver 1, receiver 2 and the relay, respectivelpartially cognitive relay (informed only off;) is the closure
We consider a discrete memoryless time-invariant chanmlthe set of all non-negativeR,, Rz, R3) satisfying

without feedback characterized byy:, yo, ys|z1, 22, 3) (S€ee

Fig. 1). Transmitteri has messag®/; € W, i = 1,2, while Ry < (X2 Y[ X3, X35, Q), (32)
the relay terminal also has a messd§je € W; of its own, Ry < I(X3;Y[X1, X2, Q), (3b)
all of which need to be transmitted reliably to both receiver Ry + R3 < I(X1,X3;Y|X2,Q), (3¢)
efinion 21 A (272,277, 2% n) code for the Ry + Ry < I(X2, X3:Y]X1,Q), and  (3d)

c r consists of three setdV; = {1,...,2"%} for
{ ) Ri + Re + Ry < I(X1, X2, X3;Y|Q). (3e)

i = 1,2,3, two encoding functionsf; at the transmitters,
i=1,2, f; : W; — A, a set of (causal) encoding functiongor an input distribution of the formp(q)p(z2|q)p(z1, z3|q).

g; at the relay,j = 1,...,n, g; : W3 x yg*l — A3, Proof: Proof can be found in [9]. ]
and two decoding function&; at the receivers; = 1,2, Remark 3.1:The capacity region in Proposition 3.2 fol-
hi s V' — Wi x Wy x Ws. lows, like Proposition 3.1, from the general result in [7].

We assume that the relay terminal is capable of full-duplékowever, the formulation given in (3) is more convenient
operation, i.e., it can receive and transmit at the same tirttean the one obtained from [7], since, in the case of partial

instant. The average error probability is defined as cognition, the capacity region characterization does equire
auxiliary random variables in addition to the time-sharing
pr A 1 Zpr U {W(z’) £ W) random variableQ). This is because, unlike the scenario
¢ 2n(BRit+Ra+Rs) = g ’ covered by Proposition 3.1, in which the relay’'s codeword

can depend on bothl’; and W,, and the auxiliary random

where we definedW 2 (W, Wy, Ws) and W(i) £ variables quantify the amount of dependence on each mgssage

(Wi (i), Wa(i), Wa(i)). for Proposition 3.2, the relay cooperates with only one seur
Definition 2.2: A rate triplet (Ry, Rz, R3) is said to be and no auxiliary random variable is needed.

achievablefor the cMACr if there exists a sequence of The MAC with a cognitive relay model can be further

(2nf gnRz onks pn) codes withP™ — 0 asn — oc. generalized to a scenario withmited-capacity cognitionin
Definition 2.3: The capacity regiorC for the cMACTr is the which the sources are connected to the relay via finite-ggpac
closure of the set of all achievable rate triplets. orthogonal links, rather than having a priori knowledgehd t

terminals’ messages. In particular, assume that termicah

communicate with the relay, prior to transmission, via & lirf
As stated in Section |, before addressing the general cMAgdipacityC; for i = 1, 2. The following proposition establishes

model we first study the MAC with a cognitive relay scenarighe capacity region of this model.

in which the message#’; and W, are assumed to be non- Proposition 3.3: The capacity region of the MAC with a

causally available at the relay terminal (in a “cognitivetognitive relay connected to the source terminals via (unid

fashion [6]) and there is only one receiveix(= )3 = 0 and rectional) links of capacitie€’; andC; is given by

Y = )1). The next proposition provides the capacity region

I1l. MAC wiTH A COGNITIVE RELAY

Proposition 3.1:For the MAC with a cognitive relay, the Ry < I(Xo; Y| X1, X3,U1,U2,Q) + Co,
capacity region is the closure of the set of all non-negative R3 < I(X3;Y|X1,Xo,U1,Us, Q),
(R, Ra, ) satisfying Ri+ Ry < I(X1, X2;Y|X3,U1,Uz, Q) + C1 + Cy,
R3 SI(X3;Y|X11X27U17U21Q)7 (1a) . I(Xl,Xg;Yng,Ul,UQ,Q)+Cla
Ry + R3 < min
Ry + Ry < I(X1, X3;,Y|X2,U,Q), (1b) I(X1, X3, Y | X5, Us, Q)
Ry 4 R3 < I(Xo, X3:Y|X1,U1,Q), and (1c) Ro+ Ry < mm{ I(X2, X3;Y|X1,U1,Uz,Q) + Ca
Ri + Ro+ Ry < I(X1, X, X3: Y|Q) (1d) I(X>, X5 Y| X1, U1, Q)

Ry + Ry + Rs < min{I (X1, X2, X3;Y|U1,Q) + Ch,

for some joint distribution of the form
: I(X1, X2, X3, YUz, Q) + Co, I(X1, X2, X3;YQ),

p(@)p(z1, uilg)p(z2, uz|q)p(wslur, uz, @)p(ylzy, 22, 23) (2) I1(X1, Xo, X5:Y|U1,Us, Q) + C1 + Cs}
for some auxiliary random variablds,, U and Q. for auxiliary random variable®/;, U> andQ with joint distri-
Proof: The capacity region of a MAC with three usergytion of the form (2).
and any combination of “common messages” (i.e., messages Proof: Proof can be found in [9]. n

known “cognitively” to more than one user) is given in [7]. Remark 3.2:Based on the results of this section, we
B can now take a further step towards the analysis of the
We next consider the cases of partial and limited-rat@ACr of Fig. 1 by considering theompound MAC with
cognition. a cognitive relay This channel is given as in Fig. 1 with



the only difference that the relay here is informed “foterminal and applies Wyner-Ziv source compression (see [1]
free” of the messagedV; and W, and that the signal for details). In the cMACr scenario, unlike the single-ussday
received at the relay is non-informative, e.@%» = (. channel, we have two distinct destinations, each with dfie
The capacity of such a channel follows easily fromside information correlated with the relay received signal
Proposition 3.1 by taking the union over the distributioifhis situation is similar to the problem of lossy broadaasti
p(q)p(z1, u1|q)p(ze, ue|q)p(zs|ur, us, ¢)p(y1, y2|x1, T2, x3) of a common source to two receivers with different side
of the intersection of the two rate regions (1) evaluated fanformation sequences considered in [8] (and solved in some
the two outputsY; andY>. Notice that this capacity regionspecial cases), and applied to the two-way relay channabset
depends on the channel inputs only through the marginal[4]. Here, for simplicity, we consider broadcasting omly
distributionsp(y1|z1, 2, x3) and p(ys|x1, 2, x3). single quantized version of the relay received signal tdbot
receivers. The following proposition states the corresiom
IV. INNER AND OUTER BOUNDS ON THECAPACITY achievable rate region.
REGION OF THECOMPOUND MAC WITH A RELAY Proposition 4.2: For the cMACr of Fig. 1, any rate triplet

In this section, we focus on the general cMACr model illustR1, Rz, R3) with R; >0, j = 1,2, 3, satisfying
trated in Fig. 1. Single-letter characterization of the az . o o
region for t?wis modegl is open even for various special ?ase]'%s% < min{/(Xy; ¥, }53|X2’ X, Q) (X5 Y2, }53|X2’X3’ @
Our goal here is to provide inner and outer bounds. Ry < min{I(Xy; Y2, V3| X1, X3, Q), I(X2; Y1, Y3| X1, X3,Q)},

The following inner bound is obtained by the DF schemegy,q
The relay fully decodes messages of both users so that we R
have a MAC from the transmitters to the relay terminal. Once 1 + Rz < min{l(X1, X2; Y1, Y3 X3, Q),

the relay has decoded the messages, the transmission to the I(Xl,XQ;YQ,Yg,|X3,Q)}
receivers takes place similarly to the MAC with a cognitive
relay model of Section IIl. such that R
Proposition 4.1: For the cMACT as seen in Fig. 1, any rate Ry + 1(Y3;Y3]X3,Y1,Q) < I(X3;Y1|Q) and
triplet (R1, R2, R3) with R; > 0, j = 1,2, 3, satisfying Rs + [(}/3;}73|X3,y2, Q) < I(X3;Y5|Q)
Ry < I(X1;Ya|Ur, X2, X3,Q), (5a) for random variablesYs and @ with a joint distribution
Ry < I(Xo; Ys|Us, X1, X3,Q), (5b)  p(q; 1,72, 73,Y1,Y2,¥3,U3) = p(@)p(w1|q)p(z2|q)p(23lq)
Ri+ Ro < I(X1, Xo: Ya|Ur, Us, X3, Q), (5¢) p(yAg,.|y3,x3,q)p(y1,yg,-y3|x-1,x2,x3) is achievable withY;
. having bounded cardinality.
Rs < min{I(X5; Y1[X1, X5, U1, U2, Q), Proof: The proof can be found in [9]. [ ]
I(X3; Y| X1, Xo,U1,U2,Q)},  (5d)  Remark 4.1:The achievable rate region given in Proposi-
Ry + Rs < min{I(X1, X3;Y1| X2, Us, Q), tion 4.2 can potentially be improved. Instead of broadogsti
1(X1, X3; Ya| X, Us, Q)}, (5e) a single quantized version of its received signal, the reky

. transmit two descriptions so that the receiver with an diera
Rz + Ry < min{I(Xz, X3, Y1|X4, U1, Q), better quality in terms of its channel from the relay and the
I(X2, X3; Y| X1,U1,Q)} and  (5f) side information received from its transmitter, receivésetter
Ri 4 Ry + Ry < min{I(X1, X», X3;Y1|Q), description, and hence higher rates (see [8] and [4] forildita
1(X1, Xo, X3, Y|Q)} (59) Another pos_3|ble extension which we yv|ll not pursue hereist
use the partial DF scheme together with the above CF scheme
for auxiliary random variable#&;, Us and@ with a joint dis- [1], [4].
tribution of the formp(q)p(z1, u1|q)p(z2, ua|q)p(zs|u1, ue, q) We are now interested in studying the special case in which
p(y1,y2,yslx1, x2, x3) is achievable by DF. each source terminal can reach only one of the destination
Proof: The proof follows by combining the block-Markovterminals directly. Assume, for example, that there is medi
transmission strategy with DF at the relay studied in [2fonnection between source terminal 1 and destination hedmi
the joint encoding to handle the private relay message afdand similarly between source terminal 2 and destination
backward decoding at the receivers. Notice that conditioteyminal 1. In practice, this setup might model either adarg
(5a)-(5¢) ensure correct decoding at the relay, whereas (5distance between the disconnected terminals, or somegathysi
(5g) follow similarly to Proposition 3.1 and Remark 3.Zonstraint in between the terminals blocking the connectio
ensuring correct decoding at both receivers. B In such a scenario, the relay is essential in providing coyer
Next, we consider applying the CF strategy at the reldg multicast data to both receivers. We model this scenayio b
terminal. In CF relaying introduced in [1], the relay doe#he (symbol-by-symbol) Markov chain conditions:
not decode the source message, but facilitates decodiihg at t
destination by transmitting a quantized version of its nesb Vi - (A, Xp) = Xy andYs — (X2, Xg) = Xa. - (6)
signal. In quantizing its received signal, the relay tak&® i The following proposition, given without proof, provides a
consideration the correlated received signal at the dastim outer bound for the capacity region in such a scenario.



Proposition 4.3: Assuming that the Markov chain condi-of the messages relaxing the sum-rate constraint at thg. rela
tions (6) hold for any channel input distribution, a ratglet We explore this in more detail in [9] and show that structured
(R1, R2, R3) with R; >0, j =1,2,3, is achievable only if coding schemes achieve the capacity in certain scenarios.

Ry < I(X1;Y3|Up, X2, X3,Q), V. GAUSSIAN COMPOUND MAC WITH A RELAY
Ry < I(X2: Y3|Uz, X1, X3, Q), A Gaussian cMACT satisfying the Markov conditions (6) is
Ry < min{/(X3; V1| X1, X2, U, U2, Q), given by
I(X3;Ya| X1, X2, U1, Uz, Q) },
Yi=X X Z 7a
Ry + Rz < min{I(X1, X3;Y1|Us, Q), ' LR 2 (72)
Yo =Xo+nX3+ 2> (7b)
I(X3;3/2|X27U21Q)}7
Ys = v(X1 + Xo) + Zs, (7c)

Ry + Rz < min{I(X3; Y1|X3, U1, Q),

1(Xs, X5;Y5|Up,Q)} wherey > 0 is the channel gain from the users to the relay and

Ry + Ry + Ry < min{I(X1, X3:Y1|Q), (X2, X3: V: 1 = 0 is the channel gain from the relay to both receiver 1 and
' ? ’ {10, X5 1]Q), T(Xe, X3 Y2l Q) receiver 2. The noise componeifs i = 1,2, 3 are i.i.d. zero-

for some auxiliary random variabled/;,Us; and @ mean unit variance Gaussiag random variables. We enfoece th

satisfying the joint distributionp(q)p(z1, u1|g)p(w2, u2lq)  average power constraings > E[X2%] < P; for j = 1,2,3.

p(xslu1, uz, Q)p(y1, Y2, ys|o1, v2, 3). , 1 =1 .
By imposing the condition (6) on the DF achievable ratd/e defineC(z) = 5 log(1 + ) for € R*. Considering for

region of Proposition 4.1, it can be easily seen that ti¥mMPlicity the casef; = 0, we have the following result.
only difference between the outer bound and the achievabld’oPosition 5.1:The following rate region is achievable for
region with DF (5) is that the latter contains the additiondf’® Gaussian cMACr characterized by (7) with DF:
constraint (5c), which generally reduces the rate regidre T 9 ool
constraint (5¢c) accounts for the fact that the DF scheme R < Inin{ ¢ (7 P (1 B 1—aza§,’))’ }, (8a)
prescribes both messagé, and W to be decoded at the C (P +n"Ps(1 —af))

s
C (72P2 (1 - _1—a1?(’3¢é)) ) } (8b)
C (P> +n*Ps(1 - af))

relay terminal. The following remark provides two examptes

which the DF scheme achieves the outer bound in Proposition Ry < min{
4.3 and thus the capacity region. In both cases, the multiple

access interference at the relay terminal is eliminatedhfrogng

the problem setup so that the condition (5¢) does not lingt th

performance of DF. R + Ry < min {C (Pl + 2Py + 2 alo/gPng) ,
Remark 4.2:In addition to the Markov conditions in (6), 9
consider orthogonal channels from the two users to the relay c (P2 0P+ 20y O‘lo‘gp2p3) ’

terminal, that is, we havi; = (Y3, Y32), whereYs;, depends L Py 4 e Py)?
only on inputsX; and X5 for £ = 1,2; that is, we assume C (72(P1 + P) (1 ~ Wouas ];1 +\]/32 205 1%) )) },

X1 — (XQ, Xg) — Y3 anng — (Xl,X3) — Y3 form Markov
chains for any input distribution. Then, it is easy to sed tha
the sum-rate constraint at the relay terminal is redundadt aith the union taken over the parameters oy, as, a4, off <
hence the outer bound in Proposition 4.3 and the achievablgngq/, + o < 1. An outer bound to the capacity region is
rate region with DF in Proposition 4.1 match, yielding thé fu given py (8) without the last sum-rate constraint in (8c).
capacity region for this scenario. As another example where p.oof- The proof can be found in [9] -

DF is optimal, we consider glay multicast channesetup, It is noted that the parameters, and o/ represent the

in which a single relay_ helps_ transmitter 1 to multicast itg,ctions of power that the relay uses to cooperate with
messagéV; to both receivers, i.eRs; = R3 = 0 and X, = (. transmitter 1 and 2, respectively.

;:or such a Eetupr,] gnd(ra]r thehgssubrrption TK@;— X3 I_ Y2 Next, we characterize the achievable rate region for the
orms a Markov chain, the achievable rate with DF relaying ig 5 \sqjan setup with the CF strategy of Proposition 4.2.

Proposmo_n 4.1 and _the abpve outer bound matc_h. Specytlcahere’ we assume a Gaussian quantization codebook without
the capacityC' for this multicast relay channek given by claiming optimality

C = max min{l(X;Y3|X3), (X1, X5:Y1), I(X3;Y2)}. Proposition 5.2: The following rate region is achievable for

(8¢)

p(z1,23) the Gaussian cMACr characterized by (7):
Remark 4.3:This work is limited to random coding tech- 201 P
. . . . I T!
nigues to provide achievable rate regions. However, thestr R, <C ( 1+ N ) (9a)
q

ture of the network under the Markov assumptions in (6) can )
be exploited using structured codes rather than the random Ry <C <L2P2> and (9b)
codes. This enables the relay to decode only the modulo sum 1+ Ny



Outer bound

Fig. 2. Achievable rate region and outer bound far= P> = P3 = 5 dB,
1% = 10 and different values of the channel gain from the terminalshe
relay, namelyy? = 1, 5.

2
= v (a1 Py + ao Ps)
<
R1+R2_C(P)+C< 1—|—Nq (90)

where

~ 1+7%(1PiasPy + a1 Py + 0o Py) + P

B n?P3 ’
forall 0 < a; < 1, i = 1,2, where we definedP =
min{alPl,ang}.

Ny

1) Numerical examplesConsider a cMACr with powers

P, = P, = P; = 5 dB and channel gaim? = 10 from

18f 1

upper .
14f bound CE.» . 1

r2f PRGN .

Symmetric rate
\
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Fig. 3. Symmetric rate achievable with DF and CF strategiespared with
the upper bound for? = 1 andn? = 10 versusP; = P, = P3 = P.

cognitive relay and cognition through finite capacity linkée
then have used the coding technique that achieves the tapaci
for these models to provide an achievable rate region with
DF relaying in the case of a general cMACr. We have also
considered a CF relaying scheme, in which the relay broad-
casts a compressed version of its received signal consgleri
the received signals at the receivers as side informatiene H
we have used a novel joint source-channel coding scheme to
improve the achievable rate region of the underlying multi-
user channel coding problem. Strategies based on strdcture
codes and physical layer network coding are studied in [9].
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