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Wireless Secrecy with Infrastructure–Aided
Cooperation

Petar Popovski and Osvaldo Simeone

Abstract—A novel approach for ensuring confidential com-
munications over infrastructure-based wireless networks is pro-
posed and analyzed from an information-theoretic standpoint.
The considered techniques leverage the finite-capacity backbone
connecting the base stations and the possibility to schedule
uplink/downlink transmissions in order to create intentional
interference. Two different methods are studied, one based
on source coding and one on channel coding arguments, and
corresponding rates achievable with perfect secrecy are derived.

I. INTRODUCTION

Collaborative transmission technology is widely regarded as
a key enabler for advanced wireless networking. When target-
ing infrastructure networks, both cooperation between mobile
stations (MSs) and base stations (BSs) have been considered.
The latter case exploits the backbone connecting BSs and has
been proved to yield significant throughput gains [1]. Besides
providing throughput gains, cooperation has also been proved
instrumental in enhancing the confidentiality of transmission
[2]. In information-theoretic terms, perfect security implies
the impossibility for a given eavesdropper E to harness any
information about the transmitted message from its received
signal [3]. This contrasts with traditional cryptography where
security relies on the computational limitations of E. Analysis
of secure communications in the sense of [3] has been carried
out for single-link Gaussian [4] and fading [5] [6] channels,
and for multi-user scenarios (see, e.g., [7]).

In this paper, we show that cooperative processing at the
BSs can significantly improve the rate at which information
can be exchanged confidentially. The basic idea is to schedule
downlink BS transmissions at the same time as the concurrent
uplink transmissions, so as to create intentional interference
on the possible eavesdroppers and thus increase the secrecy of
the uplink. This interference is partially known in advance to
the receiving BS (uplink) thanks to the information exchanged
over the finite–capacity backbone. The approach is similar to
[8] [9] [2] [10], where artificial noise jams the reception of E,
while using techniques to avoid interference at the intended
receiver. In [8] this interference mitigation is obtained by
exploiting the structure and reciprocity of multi-antenna fading
channels, while [9] [10] leverage a high-capacity backbone
between receiving and jamming antennas.

Here we first introduce a general framework which en-
compasses the schemes from [9] and [10]. We extend the
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Fig. 1. Illustration of a system with cooperating base stations BS1 and BS2,
a terminal T and an eavesdropping mobile station E.

study to the pertinent scenarios with finite–capacity backhaul1

and propose two new secrecy schemes, each of them using
a combined wireless/backbone transmission. Both schemes
and the corresponding achievable rates are investigated and
compared via analysis and simulations.

II. BACKGROUND

A. Scenario and system model

We focus on two adjacent cells as in Fig. 1 (the contribution
of other cells is considered implicitly as additive noise), where
the two BSs are connected by a high capacity, typically wired,
backbone [1]. The BSs are termed B and C, respectively. The
terminal A has a message to deliver to B under constraints of
confidentiality with respect to the activity of an eavesdropper
E. The eavesdropper is assumed to be within the transmission
range of A (otherwise it would not pose any threat to the
confidentiality of the message from A) and of the BS named
C. In our scheme, the uplink transmission from A to B
is scheduled at the same time as the downlink transmission
from C towards a given terminal D in its range. Hence,
the transmission from C effectively acts as a jammer on the
reception at E. Note that our scheme is not intended to secure
the communication C − D. We assume that E knows the
codebooks used by A and C.

Formally, A randomly selects a message WA from the set
{1, ..., 2nRA} and encodes it via a sequence of n complex
channel inputs XA = [XA,1 · · ·XA,n] ∈ Cn with normalized
average power constraint E[|XA,i|2] = PA through a (possibly

1We refer the reader to [11] for a review of related information-theoretic
analyses on cellular systems with finite-capacity backhaul. We will use the
terms “backbone” and “backhaul” interchangeably.



2

stochastic) mapping: XA: {1, ..., 2nRA}→ Cn (vectors of n
symbols are represented by bold letters). At the same time,
C transmits a downlink message WC randomly selected from
{1, ..., 2nRC}, with an average power of PC . The actual code-
book used by C depends on how the backbone is exploited,
as seen in the following sections. The capacity of the back-
haul link is denoted by CL. We assume full synchronization
between the transmissions of A and C at the receiver of B, as
well as at the receiver of E (the latter is rather an unfavorable
assumption for our security scheme).

The complex channel coefficient between any two nodes U
and V is denoted by hUV , while the i−th symbol transmitted
by node U is denoted by XU,i. In our case U ∈ {A,C} and
V ∈ {B,D,E}. The signal received by B and E, respectively,
at the i−th symbol (i = 1, ..., n) reads:

YB,i = hABXA,i + hCBXC,i + NB,i (1)
YE,i = hAEXA,i + hCEXC,i + NE,i (2)

Each noise component NV,i is a complex Gaussian white noise
with unit power, such that if the node U transmits with power
PU , the received SNR at the node V is:

γUV = PU |hUV |2 (3)

All channel gains are assumed constant during transmission of
a codeword and known at the receive side. When deriving the
rates that can be achieved with perfect secrecy, we will assume
that all the channel gains of interest hAB , hCB , hAE , hCE

are fixed, deterministic and known to A, while the channel
gains hCB and hCD are known to C. Finally, the capacity of
a Gaussian channel with SNR equal to x is denoted as

C(x) = log(1 + x) (4)

The base station B decodes through a mapping g(YB):
Cn → {1, ..., 2nRA}. A rate RA = RA,s is said to be achiev-
able with perfect secrecy with respect to E if for n → ∞,
the decoding error vanishes Pe = P [g(YB) 6= WA] → 0
and the uncertainty ∆, measured as the conditional entropy of
WA at E normalized over the unconditional entropy satisfies
∆ = H(WA|YE)

H(WA) → 1.
The following function will be useful: Let V be a multiple–

access channel (MAC) with two users U1 and U2, then:

SU1V (RU2) (5)

denotes the supremum of the achievable rates from U1 to V
for a given transmission rate RU2 , which is not necessarily
decodable by V (i. e., it might not belong to the corresponding
MAC capacity region). For the case of AWGN, given the SNRs
γU1V and γU2V , the function is given by:

SU1V (RU2) =


C(γU1V ) if RU2 ≤ C

(
γU2V

1+γU1V

)
C(γU1V +γU2V )−RU2 if C

(
γU2V

1+γU1V

)
<RU2≤C(γU2V )

C
( γ

U1V

1+γU2V

)
if RU2 > C(γU2V )

(6)

B. Perfect secrecy without a backhaul link (CL = 0)

In this section, we consider a basic scenario with no
backhaul link (CL = 0). In such a case, the base station
C transmits with a given Gaussian codebook XC(WC) =
[XC,1(WC) · · ·XC,n(WC)] ∈ Cn, where variables XC,i are
complex Gaussian independent with zero mean and power PC .
This codebook conveys information to a downlink user D. The
considered approach coincides with the one considered in [2]
under the name Noise–Forwarding (NF). It was shown therein
that the secrecy capacity can be found by considering the
compound multiple access channel (MAC), with two receivers
B and E and two transmitters A and C. In particular, for the
Gaussian case of interest here, and using the function (6), the
result of [2] (Theorem 3) can be restated as follows.

Proposition 1: If C transmits with rate RC and CL = 0,
the rate RA,s(RC) is achievable with perfect secrecy2:

RA,s(RC) = (SAB(RC)− SAE(RC))+ (7)

From (7) it can be seen that, for fixed γAE , γCE and
RC , the achievable secrecy rate is enhanced if the achievable
rate SAB(RC) increases The next sections show how such an
increase can be achieved by exploiting the backhaul, and the
corresponding impact on the secrecy capacity.

III. PERFECT SECRECY WITH LARGE-CAPACITY
BACKHAUL LINK (CL ≥ RC )

In this section, the large-capacity backhaul link implies
CL ≥ RC . As in the previous section, C transmits code-
words from a given randomly generated Gaussian codebook.
Since CL ≥ RC , C can communicate the current codeword
XC(WC) to B by using the backhaul. Therefore, B can
effectively cancel XC(WC) from the received signal, leading
to the equivalent received signal

YB,i = hABXA,i + NB,i, (8)

This implies that for any RC we have:

SAB(RC) = SAB(0) = C(γAB) (9)

Proposition 2: If C transmits with rate RC and CL ≥ RC ,
the rate RA,s(RC) is achievable with perfect secrecy:

RA,s(RC) = (C(γAB)− SAE(RC))+ (10)

Proof : Follows directly from Theorem 3 of [2].
The rate (10) is plotted in Fig. 2 along with C(γAB)

and SAE(RC). The specific numbers used for Fig. 2 are
γAB = 7, γAE = 15, γCE = 10. The result can be interpreted
in terms of the rate Rx = C(γAB) − RA,s that the node A
must devote to the aim of “confounding” the eavesdropper
E and thus achieving rate RA,s with perfect secrecy. For
this particular example, even if always CL ≥ RC , the
secrecy rate RA,s is zero until SAE(RC) ≥ C(γAE). As RC

increases, RA,s increases linearly and stays at the maximum
value (C(γAB)− C (γAE/(1 + γBE)))+. This is because for
RC ≥ C(γCE), the signal from C acts as a Gaussian noise
with power γCE and is thus the worst–case jammer on E [9]

2We define (x)+ = x if x > 0 and (x)+ = 0 otherwise.
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Fig. 2. The achievable secrecy rate RA,s in Proposition 2. Here Rx =
C(γAB)−RA,s is the amount of information spent by A to “confound” the
eavesdropper E in order to achieve a rate RA,s with perfect secrecy.

[10]. It is easily seen that, with ideal backhaul, the secrecy
rate is a non-decreasing function of the downlink rate RC .

A final remark is in order. For the chosen SNRs in the
example on Fig. 2, if in addition we assume γCB ≤ γCE ,
then by using the results from II-B it can be shown that in
the absence of the infrastructure, the secrecy rate RA,s is
identically zero. Clearly, for ideal backhaul, we see that the
value of γCB is irrelevant for determining RA,s, which is not
the case for finite CL, as the next section shows.

IV. PERFECT SECRECY WITH FINITE–CAPACITY
BACKHAUL LINK (CL < RC )

When CL < RC , different strategies can be devised by base
station C in order to provide B with information about the
transmitted waveform XC , and thus improve the uplink rate
RA,s (recall the discussion about (7)). Here we investigate two
different strategies, one based on source coding arguments and
one on channel coding.

A. Quantization–based strategy
With this strategy, the base station C employs, as in the

previous sections, a randomly generated Gaussian codebook.
The selected codeword XC(WC) is quantized via a rate-CL

Gaussian codebook defined by the test channel X̂C,i = XC,i+
Qi where Qi is i.i.d. complex Gaussian quantization noise with
power σ2

q . The index is then sent over the backhaul link to B.
The quantization codebook is assumed to be known to base
station B, which decompresses the signal X̂C . Overall, the
equivalent signal seen at B over both the wireless and wired
channel in a given time instant i can be written as

ỸB,i =

[
YB,i

X̂C,i

]
=

[
hAB hCB

0 1

] [
XA,i

XC,i

]
+

[
Ni

Qi

]
(11)

The quantization error power σ2
Q is found by imposing the

condition I(XC ; X̂C) = CL, which is necessary to have suc-
cessful compression (via joint typicality vector quantization)
with high probability. This entails σ2

Q = PC/(2CL − 1). and
the equivalent SNR on the channel X̂C in (11) is defined:

γQ =
PC

σ2
q

= 2CL − 1. (12)

Let SQ
AB(RC) denote the maximum achievable rates from A

to B for a given transmission rate RC when the quantization
strategy is used (recall (6)). This follows from the MAC
capacity region of the vector MAC channel (11):

SQ
AB(RC) =


C(γAB) if RC ≤ C

(
γCB

1+γAB
+ γQ

)
Csum −RC if C

(
γCB

1+γAB
+ γQ

)
< RC ≤ C(γCB + γQ)

Csum − C(γCB + γQ) if RC > C(γCB + γQ)
(13)

where

Csum = I(XA, XC ; ỸB) = log2

(
2CL(1 + γAB) + γCB

)
(14)

is the maximum sum-rate. The mutual information in (14)
has been obtained by using the chain rule and the fact that,
with known XC , XA is conditionally independent of X̂C , as

I(XA, XC ; ỸB) = I(XC ; ỸB) + I(XA; ỸB |XC) =

= I(XC ; ỸB) + I(XA; YB |XC) =

= log2

(
1 +

γCB

1 + γAB
+ γQ

)
+ log2(1 + γAB).

Recalling the results in Proposition 1, we can state:
Proposition 3: If C transmits with rate RC and a

quantization–based strategy is used, the rate RA,s(RC) is
achievable with perfect secrecy:

RA,s(RC) =
(
S̃AB(RC)− SAE(RC)

)+

(15)

From the results of Proposition 2, it can be seen that the
secrecy rate with CL < RC des not increase with RC . It is
also easy to show that for CL →∞, the rate (15) equals (10).

B. Superposition–based strategy

Here we investigate a channel coding-based strategy to
exploit the non-ideal backhaul link. The strategy is based on
a rate–splitting encoding at C so that, differently from the
previous sections, here C makes provisions to facilitate the
transmission of information over the backhaul. The message
WC is transmitted by sending two independent messages WC1,
WC2 with rates RC1, RC2, respectively such that:

RC = RC1 + RC2. (16)

In particular, the two messages are combined by using super-
position coding, such that the ith symbol sent by C is:

XC,i =
√

αXC1,i +
√

1− αXC2,i, (17)

where α is the power–division coefficient and 0 ≤ α ≤ 1.
In order to select a power allocation α that is consistent with
the rate allocation (RC1, RC2), we need to account for the
downlink channel γCD between C and D. In particular, to
simplify the problem, we assume that messages WC1 and
WC2 are decoded, in this specific order, by using sequential
decoding at D, such that their rates are selected as

RC1 = log2

(
1 +

αγCD

1 + (1− α)γCD

)
(18)

RC2 = log2(1 + (1− α)γCD) (19)
RC = log2(1 + γCD) (20)

While broadcasting the messages WC1 WC2 over the wireless
medium, C also transmits one of those messages through the
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backhaul. The objective is, for given fixed RC , to determine
the design of the superposition coding (α, RC1, RC2) and the
information sent over the backhaul link in order to maximize
the achievable secrecy rate RA,s on the link A − B. For
deriving RA,s, it is known from Proposition 1 that one should
attempt to maximize the achievable rate between A and B for
given RC (i.e., SAB(RC)). Then, it should be (trivially) noted
that C should transmit over the backhaul at the maximum
possible rate CL. Thus, one of the rates RC1 or RC2 should
be equal to CL and the other RC −CL. With the transmission
of type (17), there are two options, namely sending either WC2

or WC1 over the backhaul.
1) WC2 sent over the backhaul link: In this case we set

RC2 = CL, which, from (19), results in

α = α2 = 1− 2CL − 1
γCD

(21)

and also implies RC1 = RC − CL. After B uses WC2 to
cancel XC2(WC2), the received signal at B is:

YB,i = hABXA,i + hCB
√

α2XC1,i + NB,i (22)

with the following MAC capacity region:

RA ≤ C(γAB) (23)
RC1 = RC − CL ≤ C(α2γCB) (24)
RA + RC − CL ≤ C(γAB + α2γCB) (25)

In order to evaluate the maximum rate RA for a given RC , we
have to assume two different cases: (i) RC−CL ≤ C(α2γCB):
This condition is equivalent to

RC ≤ C
(
2CLγCB

)
(26)

In this case, the maximum achievable rate A−B is:

S
(α2)
AB (RC) = min{C(γAB), C(γAB +α2γCB)− (RC −CL)};

(27)
(ii) RC − CL ≤ C((1 − α2)γCB): In this case, B can only
decode WC2, but not WC1, such that XC1 should be treated
as noise at A, resulting in:

S
(α2)
AB (RC) = C

(
γAB

1 + α2γCB

)
(28)

Note that, while for the third region in (6) the maximum
achievable rate is constant (independent of RC), in (28)
S

(α2)
AB (RC) depends on RC through α2.
2) WC1 sent over the backhaul link: When WC1 is sent

over the backhaul, we set RC1 = CL, resulting in

α = α1 =
1− 2−CL

1− 1/(1 + γCD)
(29)

and RC2 = RC − CL. After cancelling out XC1(WC1), the
multiple access channel at B is given as:

YB,i = hABXA,i + hCB(1−
√

α1)XC2,i + NB,i (30)

Using similar arguments as for the case when XC2 is sent
over the backhaul, the maximal achievable rate A − B is: (i)
RC ≤ C(γCB):

S
(α1)
AB (RC) = min{C(γAB), C(γAB+(1−α1)γCB)−(RC−CL)}; (31)

(ii) RC > C(γCB):

S
(α1)
AB (RC) = C

(
γAB

1 + (1− α1)γCB

)
(32)

Some further comment on the optimizations entailed by (37)
is in order. From the assumption RC > CL it follows that

α2 > 1− α1, (33)

which implies that for large RC , sending XC21 over the
backhaul offers higher achievable rates RA, that is:

S
(α1)
AB (RC) > S

(α2)
AB (RC) for RC > C(γCB) (34)

On the other hand, if RC is chosen such that:

C(γAB) = C(γAB + α2γCB)− (RC − CL) (35)

then (33) implies that C(γAB +(1−α1)γCB)− (RC −CL) <
C(γAB + α2γCB)− (RC − CL) and therefore:

S
(α2)
AB (RC) > S

(α1)
AB (RC). (36)

3) Achievable secrecy rate: For deriving the secrecy rate
achievable with the superposition strategy, the following
should be noted. For given RC and for the rate splitting
strategy, it can be shown that the maximum rate SAE(RC)
decodable by E from A is the same that we would have
if A used a single-rate Gaussian codebook. This is because
from (16),(18), and (19), it can be proved that any of the
superposed messages is decodable if and only if the other is.
Therefore, SAE(RC) is defined as in (6) and we can state:

Proposition 4: If C transmits with rate RC and a
superposition-based strategy is used, the rate RA,s(RC) is
achievable with perfect secrecy:

RA,s(RC) =

(
max
i=1,2

{
S

(αi)
AB (RC)

}
− SAE(RC)

)+

(37)

V. NUMERICAL RESULTS

Here we provide some numerical examples for performance
of the proposed confidential transmission schemes in the pres-
ence of a finite–capacity backbone. We start by considering the
maximum achievable rates from A to B (with no confidential-
ity constraints) SQ

AB(RC) (13) (quantization–based scheme),
S

(α1)
AB (RC) (31)-(32) and S

(α2)
AB (RC) (27)-(28) (superposition

scheme) for given parameters γAB , γCB , CL. Compared to
the case with CL = 0, it can be seen that exploiting the
backhaul link largely improve the achievable rates to the
intended destination B, which in turn from Proposition 1
enhances the secrecy rate (see Fig. 4 and discussion below).
It can also be concluded that, by appropriately selecting
which message is sent over the backbone (WC1 or WC2),
that is choosing between S

(α1)
AB (RC) and S

(α2)
AB (RC), the

superposition coding approach outperforms the quantization-
based approach for any RC . . On this note, we have that for
lower RC it is more convenient to send WC2 over the backhaul
(S(α2)

AB (RC) > S
(α1)
AB (RC)) and viceversa for larger RC . This

can be explained by noticing that selection of the message to
be sent over the backhaul corresponds to an amount of power
that is cancelled from the signal hCBXC at the receiver of
B. Therefore, if WC2 is sent over the backbone (Sec. IV-B1),
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then the optimal choice of α2 in (37) is such that a minimal
amount of power is cancelled and the remaining wireless
power of the signal from C (|hCB |2PCα2) is maximum. Such
a high remaining power provides larger decodable rates RC

to be transmitted from C to B, see (26), and that is why
S

(α2)
AB (RC) > S

(α1)
AB (RC) for relatively lower RC . However,

when (26) is violated, then XC1 acts as a noise and such a high
power harms the rate achievable for large RC . On the other
hand, when WC1 is sent over the backhaul, the remaining
power |hCB |2PC(1−α1) is minimum possible, which lowers
the achievable rates RA at low RC . Nevertheless, for very
large and undecodable RC , the uncancelled wireless signal
from C starts to act as a noise and it therefore allows rates
RA that are superior to the case with α2. A final important
remark on Fig. 3 is that, if the rate RC is large enough to
be undecodable, the quantization strategy obtains a constant
secrecy rate RC , which can be proved (the proof is omitted
here) to coincide with the asymptotic achievable for RC →∞
of the superposition strategy.

Fig. 4 depicts the secrecy rates that are achievable for
different values of CL and the two proposed strategies. The
first thing to be noted is that the secrecy rates are markedly
improved for both strategies when CL > 0 compared to the
Noise–Forwarding strategy [2] (CL = 0). Up to certain rate
RC , all proposed strategies have the same achievable secrecy
rate as the case of ideal backhaul link (CL > RC). This
maximum value of RC at hand is larger for the superposition
than for the quantization strategy. This is because, even when
RC > CL, the superposition strategy can still admit some
uncancelled wireless power without degrading the rate SAB .
Moreover, it is seen that, if CL is sufficiently large, then,
for some values of RC , both strategies are able to attain the
secrecy rate that is attainable in the case of ideal backhaul.

As a final remark, it should be noted that the price to be paid
for the better secrecy performance of the superposition strategy
is that C should explicitly account for the rate of A to B when
transmitting to D and create the codebooks accordingly. For
the quantization strategy, the transmission C −D is oblivious
with respect to the secrecy objective, which could be an asset
for practical system implementation.

VI. CONCLUSIONS

In this paper, we have investigated the possibility to pro-
vide secure (confidential) communications in infrastructure
networks by exploiting the simultaneous scheduling of up-
link and downlink transmission. The intentionally generated
interference is mitigated at the intended receiver by exploiting
the finite-capacity backbone connecting the base stations. Two
strategies have been proposed and their achievable rates with
perfect secrecy compared. It has been shown that relevant
advantages can be accrued by appropriately designing the
transmission strategy to be used by the downlink interfering
transmission via superposition coding, as compared to the use
of basic single-rate codebooks.
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