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ABSTRACT
The coexistence of two unlicensed links is considered, where

one link interferes with the transmission of the other, overa time-
varying, block-fading channel. In the absence of fading, standard
information-theoretic results for the scenario at hand prove the sum-
rate optimality of single-user detection or joint decodingat the in-
terfered receiver, depending on the instantaneous value ofthe inter-
ference power. These results hinge critically on the presence of full
channel state information at some of the nodes. In this paper, the
problem is revisited with quasi-static fading and in the absence of
channel state information at the nodes by assuming that: (i) HARQ
type-I is used at both links; (ii ) the channels exhibit Markovian
memory over the time-slots; (iii ) ACK/ NACK messages of the
two HARQ processes are received at the interfering transmitter and
used to adapt the current access strategy and transmission parame-
ters. The problem is formulated as a Partially Observable Markov
Decision Process (POMDP) and a greedy solution is proposed.Nu-
merical results highlight, on the one hand, the differencesbetween
the optimal design with or without channel state information and,
on the other, the advantages of exploiting channel memory for in-
terference management.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-

tecture and Design—network communications, wireless communi-
cation

General Terms
Management

Keywords
Interference Management, Correlated Fading Channels, Cogni-

tive Networks, Feedback-based Network Control

1. INTRODUCTION
As the number of wireless devices in the unlicensed band in-

creases, noveldecentralizedinterference management techniques
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become necessary to provide acceptable quality-of-service (see,
e.g., [1]). The currently deployed solutions to this problem are,
either interference avoidance (in the form of carrier-sense strate-
gies or frequency hopping [2]) or underlay transmission (e.g., for
UWB). There has been interest in interference management for
some time (e.g. [3]); this work and recent results (e.g. [4])point to
the gains to be achieved via sophisticated signal processing wherein
interfering links are allowed to transmit simultaneously,and joint
decoding of the useful signal and part of the interference iscarried
out at the interfered receivers. We assume two interfering links, for
simplicity, for the rest of this paper. The most general transmission
strategy is the so-calledrate-splittingscheme (see, e.g., [4]), where
interfering transmitters split their information bits (ormessage) into
two parts: The first, referred to asprivate, is decoded only at the in-
tended destination, while the second, thecommonpart, is decoded
at both the intended destination and the interfered link. The goal of
this strategy is tofacilitate the interfered receiver, by allowing the
latter to exploit the codebook structure of the interference (more
precisely, of the common part) when decoding.

Information-theoretic results typically assumefixed and known
channels, where the Channel State Information (CSI) is available
at all nodes. Conclusive results have been found only for scenar-
ios where the interference power is either stronger or weaker than
the direct (useful) signal. In particular, it has been shownthat with
strong interference, transmission of only common information is
optimal, since the interfered receiver can decode anythingthat the
intended receiver can, while for weak interference only private in-
formation should be transmitted and treated as noise at the inter-
fered receivers (see [4] for a review and further results)1. Rather
than assuming fixed and known channels, a two-link interfering
channel with ergodic fading (i.e., channels vary in an ergodic fash-
ion along any transmitted packet) and full (non-causal) CSIat all
nodes was recently studied in [5]. Interestingly, the latter paper
shows that, if the users are given the possibility to allocate their
power over multiple channel states, there is little performance loss
in terms of sum-rate by transmitting only private information and
only when the interference is sufficiently small. In other words, un-
der the stated assumptions, rate-splitting and common information
transmission are not necessary.

In this paper, we focus on a two-link interference channel over
quasi-static fading channelsin the absence of a priori CSIat the
transmitters. We focus on a scenario where one link (say, long-
range) interferes with the other (say, short-range), but not vice
versa, as shown in Fig. 1-(a). Such scenario applies for instance
to a cellular downlink overlaid with a femtocell, where the base

1Optimality should be intended in terms of the entire region of
achievable rates for strong interference and only in terms of sum-
rate for weak interference.



station (transmitter 2) communicates with a user (receiver2) and
interferes reception of a home base station (receiver 1) in the fem-
tocell (transmitter 1 is a home user of the femtocell). A second
scenario of interest is a cognitive system where the secondary user
(transmitter 2) interferes with a primary receiver (receiver 1), while
negligible interference is created by the primary system tothe sec-
ondary (e.g., the secondary receiver knows the primary message a
priori similar to [Devroye] and can thus cancel the interference).
The model also applies with minor modifications to the case where
the signal from the primary is treated as noise at the secondary re-
ceiver (and hence only increases the background noise)

The model in Fig. 1 is also referred to as Z-interference channel,
which has been widely studied in the information-theoreticlitera-
ture [6–9], see Fig. 1-(b). The two links employ HARQ type-I,i.e.,
undecoded packets are retransmitted and decoding takes place only
based on the last received packet. The fading channels are assumed
to vary according to Markov processes, whose statistics areknown
to all nodes. The problem we tackle is that of optimizing the access
and transmission strategy of transmitter 2,i.e., of the interfering
(long-range) link so as to maximize the overall system throughput.

The basic ideas is that, using the observation of ACK and NACK
messages issued by the two receivers and the history of previously
made choices, the interfering transmitter can infer the interference
it is currently creating and thus adapt its strategy accordingly. The
idea follows previous work [11, 12] where observation of ACK/
NACK messages was used to adapt the transmission rate over a
point-to-point quasi-static channel (see also [13] for related work).
Adaptive secondary access and power control strategies fora cog-
nitive radio system in which the primary (interfered) user,unlike
our model, always treats secondary signal as noise are investigated
in [14].

2. SYSTEM MODEL
Consider the two coexisting links of Fig. 1-(a). Transmitter

2’s signal interferes with the intended signal for receiver1. The
two transmitters are symbol and frame synchronous and operate in
blocks ofn channel uses each. The received signals at the two re-
ceiver in each channel usei = 1, ..., n and blockb are given by,
respectively:

Y1,i,b =h1,bX1,i,b+
√

αh21,bX2,i,b+Z1,i,b (1a)

Y2,i,b =h2,bX2,i,b+Z2,i,b, (1b)

where we assume per-block power constraints
1/n

Pn

i=1 |Xj,i,b|2 ≤ Pj for the two transmittersj = 1, 2,
and unit-power white circularly symmetric Gaussian noisesZ1,i,b

andZ2,i,b. Quasi-static fading channels are denoted byh1,b, h2,b,
h21,b and are assumed to be independent, constant within each
block and to follow Rayleigh fading. Equivalently, the channel
gainsg1,b=|h1,b|2, g2,b=|h2,b|2, g21,b=|h21,b|2 are independent
and exponentially distributed random variables with unit power.
Variation of the fading channels across different blocks ismodelled
via Markov processes so that the joint distribution in adjacent slots
is as in (2) at the bottom of the page [15], whereρ is the temporal
correlation coefficient andI0 is the Bessel function of the first
kind and order zero. The fading channel realizationsg1, g2, g21

are unknown to the transmitters, but their statistics are known.
Perfect receiver channel state information is assumed. Finally, the
parameterα≥0 defines the average power of the interference.
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Figure 1: Two unlicensed links, the first short-range and the
second long-range, coexist over the same bandwidth. The long-
range transmission interferes the short-range link receiver; (b)
The scenario above can be modelled as a Z-interference chan-
nel, which is studied here in the presence of quasi-static fading
channels and HARQ transmission.

Transmitters are assumed to be always backlogged. Block length
n is assumed to be large enough for good codes to behave close to
the theoretical limits. Due to quasi-static fading, outageevents may
occur at either receiver, and retransmissions in the form ofHARQ
type-I are implemented to combat this impairment. We assume
that transmitter 1 transmits ineveryblock, and employs a (Gaus-
sian) codebook with fixed rateR1 [bits/ channel use] and power
P1, where transmissions may be copies of previously transmitted
packets given the use of HARQ. Transmitter 2 adapts its access and
transmission strategy in order to better manage interference to re-
ceiver 1. This is done by exploiting the information collected from
the previously received ACK/ NACK messages issued by the re-
ceivers, and accounting for the strategies attempted in theprevious
slots (see Fig. 1-(b)).

2.1 Interference Management via HARQ and
Rate Splitting

We define all the information available at transmitter 2 at
time-slot b as Ib. This includes the history of previously re-
ceived ACK/ NACK messageseb−1= [eb−1, eb−2, ..., e1] from the
two receivers and the vector of the previously attempted strate-
gies ub−1= [ub−1, ub−2, ..., u1]. The feedback history includes
the ACK/NACK sent by receiver 1 and receiver 2, and thus
eb=(f1,b, f2,b), wherefi,b=0 and fi,b=1 means that receiveri
sent a NACK and an ACK in slotb, respectively. The strategy
ub = (ab, rb, pb) ∈ {0, 1} × [0, 1] × [0, 1] is defined as fol-
lows. Based onIb, transmitter 2 may decide to: (i) be silent,
which corresponds to setting the activity variable toab = 0; (ii )
or transmit (ab=1) using a standardrate-splitting (Gaussian) su-
perposition scheme characterized by the parameter pair (rb,pb). In
the latter case, transmitter 2 splits its rate intorbR2 (privatepart)
and (1−rb)R2 (commonpart) with rb ∈ [0, 1]. Power is corre-

φ(|hc,b|, |hc,b−1|) =
4|hc,b||hc,b−1|

1 − ρ
I0

„

2
√

ρ|hc,b||hc,b−1|
1−ρ

«

e−
|h2

c,b
+|hc,b−1|2

1−ρ (2)



spondingly split aspbP2 and(1−pb)P2 with pb∈[0, 1]. The goal
is to maximize the average aggregate throughput in a window of T
slots. It is noted that, once a decision onub = (ab, rb, pb) is made
at transmitter 2, this has to be forwarded to receivers 1 and 2.

The reliable rate regions can be described following standard
information-theoretic arguments (see, e.g., [16]). If transmitter 2
is silent, then Receiver 1 successfully decodes the signal sent by
transmitter 1 ifR1≤C (g1P1) whereC (x) = log(1 + x), is the
Shannon capacity function. If transmitter 2 transmits, then the con-
dition for successful decoding (assuming optimal joint decoding of
useful signal and transmitter 2’s common part) becomes

R1≤C
„

g1,bP1

1+αg12,bpbP2

«

(3a)

R1+(1−rb)R2≤C
„

g1,bP1+αg12,b(1−pb)P2

1+αg12.bpbP2

«

. (3b)

Receiver 2 instead successfully decodes the signal from transmitter
2 (assuming optimal joint decoding of private and common parts)
if the following holds:

rbR2≤C (g2,bpbP2) , R2≤C (g2,bP2) . (4)

Now, define the channel vector asγb = [g1,b g2,b g21,b] and the
throughput (bits/sec/Hz) for blockb as

G(ub, γb)=R1s1(ub, γb)+R2s2(ub, γb), (5)

wheresj(ub, γb) equals one if a packet for linkj = 1, 2 is success-
fully delivered in slotb and zero otherwise. Those functions can be
derived from the previously shown decoding regions as follows.
Define1{·} as the indicator function, we have:

s1(ub, γb)=1{(R1, R2)∈S1(ub, γb)} (6)

s2(ub, γb)=1{R2: R2∈S2(ub, γb)}, (7)

where S1(ub, γb)={(R1, R2): R1≤C (g1P1)} if ab=0 and
S1(ub, γb)={(R1, R2): (3a) is satisfied} if ab = 1. Moreover,

S2(ub, γb)={R2: (4) is satisfied}. (8)

The optimization of the average throughput over a window ofT
slots amounts to choosing the mapping between the informationIb

and the strategyub, denoted asub(Ib), for everyb=1, ..., T so that

max
{ub(Ib)}T

b=1

T
X

b=1

E[G(ub, γb)], (9)

where the average is taken with respect to the channel distribu-
tion. Denoting the optimal strategy asu∗

b(Ib), the problem above
is equivalent to solving, for every blockb,

u∗
b (Ib)=arg max

ub(Ib)
E

2

4G(ub, γb)+
T

X

b′=b+1

G(u∗
b′ , γb′)

˛

˛

˛

˛

˛

˛

Ib

3

5. (10)

The problem stated in (9)-(10) is a Partially Observable Markov
Decision Processes (POMDP).

3. MEMORYLESS CHANNELS
Let us consider at first the case where channels vary i.i.d. over

the retransmission slots (i.e.,ρ = 0 in (2)). In this case, the avail-
able informationIb at transmitter 2 is not useful to adapt the trans-
mission strategy, since it does not provide any informationon the
current channels’ realization. The optimization in (10) then be-
comes

u∗
b(Ib) = arg max

ub

E [G(ub, γb)] for everyIb, (11)
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Figure 2: Average throughput achieved by the optimized policy
and (pb, rb) equal to(1, 1) (only private information) and (0, 0)
(only common information), with β1=0.1 and β2=0.9.

which only depends on the marginal channel statistics. Therefore,
it can be seen that the best transmission strategy for transmitter 2 is
either to setab = 0 (no transmission) for allb, which leads to the
throughput

E [G(ub, γb)]ab=0 = R1 Pr{S1(ub, γb)}ab=0 (12)

= R1 exp
“

−
“

2R1 − 1
”

/P1

”

, (13)

or to setab = 1 with the rate-splitting parameters (rb, pb) that
maximize

E [G(ub, γb)]ab=1 = R1 Pr{S1(ub, γb)}ab=1+

+R2 Pr{S2(ub, γb)}ab=1, (14)

wherePr{S1(ub, γb)}ab=1 appears to be intractable and is thus
determined numerically from 3a and

Pr{S2}ab=1=

8

<

:

1− exp

 

− max

 

2R2−1
P2

,
2

rbR2−1
pbP2

!!

if pb>0

1− exp

„

−

„

2R2−1
P2

««

if rb=0, pb=0

1 if rb>0, pb=0.

(15)
It can be seen that the success probability (15) for the sec-
ond link is minimized for bothpb=rb=1 (only private informa-
tion) and pb=rb=0 (only common information), that is, when
no rate-splitting is performed. Instead, the outage probability
Pr{S1(ub, γb)}ab=1 for the first link is minimized ifpb=0 and
rb=1, where the latter condition corresponds to the extreme case
where the second transmitters uses full power for a common mes-
sage of zero rate. From the above, it is concluded that there is a
trade-off between optimizing the two outage probabilitieswith re-
spect to the transmission strategy of the second link. We areinter-
ested in the optimal trade-off with respect to the average throughput
(9), which is studied next via numerical results.

3.1 Numerical Results
Let us fix the transmission rates of transmitter 1 and 2 to a frac-

tion β1 andβ2 of their respective capacities with neither interfer-
ence nor fading,i.e., R1=β1C (P1) andR2=β2C (P2). Fig. 2 com-
pares the average throughput achieved by the optimized policy with
that achieved when(pb, rb) is equal to(1, 1) (only private informa-
tion) and(0, 0) (only common information) as a function of the in-
terference channel gainα, for β1=0.1, β2=0.9 and P1=P2=4.
Fig. 3 depicts the optimal values ofpb and rb for β2=0.9 and
β1=0.1, 0.3, 0.5 and0.9 as a function ofα.

It can be observed that whenα is small, the optimal strategy is to
transmit the private part only,i.e., (p, r)=(1, 1). Conversely, when
α is sufficiently large the optimal strategy is to transmit common
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Figure 3: Optimal values of p and r as a function ofα, β2=0.9
and β1=0.1, 0.3 and 0.5.

part only, i.e., (p, r)=(0, 0). This is consistent with well-known
results for the sum-rate capacity of non-fading Gaussian interfer-
ence channels (see, e.g., [8]), where the sum-rate-optimalsolution
switches from all-private to all-common atα = 1. However, in our
scenario, due to fading and the absence of CSI, we do not have a
hard threshold, but rather a gradual switching between these two
strategies, and furthermore, the switching tends to occur for α < 1.
However, asβ1 is increased in Fig. 3, the switching point tends to
increase,i.e., it takes a larger value of the interference gainα to
make transmission of only common information optimal.

Related results have been recently presented in the parallel work
[17] (see also references therein) for the diversity-multiplexing
trade-off of an interference channel.

4. CORRELATED CHANNELS
In the previous Section, we addressed the optimization of the

transmission strategy of transmitter 2 under the assumption of
memoryless channels (ρ=0). In the following, we consider time-
correlated channels (ρ≥0). In this case, the information conveyed
by Ib={ub−1, eb−1}, i.e., the decisions and the feedback (ACK,
NACK) associated with the previous time slots, can be exploited
in order to improve the average throughput, Eq. 9), achievedin the
next slots. Intuitively, prior decisions and feedback identify a se-
quence of possible regions for the previously realized channel gains
{γb−1, . . . , γ1} that helps transmitter 2 setub based on thea pos-
teriori distribution of the current channelγb.

The solution of the optimization problem of Eq. (10) is in-
tractable. Therefore, we address instead the following greedy solu-
tion

ũ∗
b(Ib) = arg max

ub(Ib)
E [G(ub, γb)|Ib] . (16)

Thus, transmitter 2, when selecting the action in a certain time slot,
maximizes the expected average throughput in the next time slot,
disregarding the long-term future evolution of the transmission pro-
cess. It is important to recall that transmitter 2 selects anaction at
the beginning of each time slot, based on the availableIb, and is
thus able to follow the transmission process step-by-step.The main
difference between the optimal and the greedy controller lies in the
capability of the former to select actions while also considering the
information that will be available in the following decision instants
(i.e., the former allows more sophisticated exploration ofthe chan-
nel gain space).

For the memoryless case, we argued in the previous section via
numerical results, that the optimal choice of(pb, rb) is equal ei-
ther to (1, 1) or (0, 0), apart from a small region of values of
α (coinciding with the switching point between those two val-
ues). Therefore, in order to keep computational complexitylow,
we restrict the strategy space of transmitter 2 to(pb, rb)=(0, 0)
or (pb, rb)=(1, 1). More precisely, the action space is reduced to
three elements, namely

ub=

8

>

<

>

:

0 if ab=0;

1 if ab=1, pb=0, rb=0;

2 if ab=1, pb=1, rb=1;

(17)

Recalling thatγb=(g1,b, g2,b, g21,b) we define the regions

R1(u) = {(g1, g21) : [R1, R2]6∈S1(u, γ)}⊂R
2, (18)

where the dependence of the regionR1(u) onR1 andR2 has been
dropped for the sake of notational clarity. Thus,R1(u) is the re-
gion of channel gains[g1, g21] where receiver 1 incurs failure con-
ditioned on the control variableub=u. Analogously, we can define
R2(u) = {g2 : [R2]6∈S2(u, γ)}⊂R, for u=1, 2 andR2(0)=R,
as whenu=0 then transmitter 2 does not transmit. We also denote
with R1(u) andR2(u) the complementary regions ofR1(u) and
R2(u), respectively. Thus,R1(u) andR2(u) represent the region
of channel gains where receiver 1 and receiver 2 decode success-
fully the intended signal. As an example of the type of information
these regions may provide due to feedback, if(g1,b, g21,b)∈R1(0),
receiver 1 fails to receive the packet sent by transmitter 1 in slot
b (and thus a NACK is issued) while transmitter 2 is idle: In this
case, one can infer thatg1,b≤2R1−1/P1, while g21,b can take any
value.

Eq. (16) can be written as follows

ũ∗
b(Ib)=arg max

ub

Z +∞

0

G(ub, γb)φ(γb|Ib)dγb, (19)

whereφ(·) represents the probability density functions (pdf) of the
arguments. In order to make the decision that maximizes (19),
transmitter 2 needs to know the distributionφ(γb|Ib). This dis-
tribution can be split into two terms

φ(γb|Ib)=φ(g2,b|ub−1, f2,b−1)φ((g1,b, g21,b)|ub−1, f1,b−1).
(20)

The distributionφ((g1,b, g21,b)|ub−1, f1,b−1) can be obtained as in
Eq. (21), whereφ(g1,bg21,b|g1,b−1g21,b−1) can be derived from (2)
andR1(ub, f1,b) is equal toR1(ub) andR1(ub) if f1,b=0 and
f1,b=1, respectively. φ(g1,0g21,0|u−1, f1,−1) is initialized with
the joint unconditioned distribution ofg1 andg21. Thus, the distri-
butionφ((g1,b, g21,b)|ub−1, f1,b−1) is updated in each slot, accord-
ing to the received feedback (ACK/NACK) from receiver 1. For
instance, if the received feedback in slotb is an ACK, then trans-
mitter 2 knows that the pair(g1,b, g21,b) is in R(ub, 1), and thus
computes thea posterioridistribution of the channel gains for the
next slot by integrating and normalizing the distribution over this
region only. Analogously, we can computeφ(g2,b|ub−1, f2,b−1)
recursively as
R

R2(ub,f2,b)
φ(g2,b|g2,b−1)φ(g2,b−1|ub−2, f2,b−2)dg2,b−1

R

R2(ub,f2,b)
φ(g2,b−1|ub−2, f2,b−2)dg2,b−1

, (22)

φ{(g1,b, g21,b)|ub−1, f1,b−1}=
RR

R1(ub−1,f1,b−1)
φ(g1,b|g1,b−1)φ(g21,b|g21,b−1)φ(g1,b−1g21,b−1|ub−2, f1,b−2)dg1,b−1dg21,b−1

RR

R1(ub−1,f1,b−1)
φ(g1,b−1g21,b−1|ub−2, f1,b−2)dg1,b−1dg21,b−1

(21)
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Figure 4: Average throughput achieved by the optimized pol-
icy, and by the policy whereub is kept fixed to0 (transmitter 1
only), 1 and 2 as a function ofα. β1=0.7, β2=0.9 and ρ=0.8.
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Figure 5: Fraction of slots in which u∗
b takes value0, 1 and 2 as

a function of α, β1=0.7, β2=0.9 and ρ=0.8.

whereR2(ub, f2,b) is equal toR2(ub) andR2(ub) if f2,b=0 and
f2,b=1, respectively.

4.1 Numerical Results
In the following, we examine the average throughput achieved

by the greedy-optimized policy for the correlated channel case, as
compared to the average throughput of fixed policies in whichub

is fixed to0, 1 and2 for all b. Moreover, we show the average
fraction of slots in which the greedy controller setsu∗

b to 0, 1 and
2. To obtain an upper bound, we also plot these metrics for the
case where transmitter 2 has available the exact value of thegains
associated with the three channels,i.e., γb.2 We refer to this case
asperfect feedback. It can be shown that with perfect feedback the
optimal policy is greedy and can thus be computed similarly to the
discussion above (see [12]).

Fig. 4 and 5 depict the metrics mentioned above as a function
of α for β1=0.7, β2=0.9 and ρ=0.8. As expected, the greedy
controller outperforms any fixed policy, by adapting the transmis-
sion policy to the actual channel conditions. It can be observed
the strong dependence between the average interference gain α and
the fraction of slots in which the controller selects the various trans-
mission parameter: As in the memoryless case, whenα is small the
controller selects in most of the slotspb andrb equal to one (only
private information). Nevertheless, in instances when transmitter 2
detects conditions in which its transmission would have poor suc-
cess probability while generating significant interference to that of
transmitter 1,u∗

b is set equal to zero,i.e., transmitter 2 keeps idle.
This happends, for instance, if transmitter 2 receives a sequence of
NACKs from receiver 1 associated to slots in whichu∗

b=2, indicat-

2Thus the transmitter exactly knowsγb when selectingu∗
b+1
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Figure 6: Average throughput achieved by the optimized pol-
icy, and by the policy whereub is kept fixed to0 (transmitter 1
only), 1 and 2 as a function ofβ2. β1=0.7, α=0.5 and ρ=0.8.

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0

0.2

0.4

0.6

0.8

1

β
2

fr
ac

tio
n 

of
 s

lo
ts

 

 

a=0
a=1, p=0, r=0
a=1, p=1, r=1

Figure 7: Fraction of slots in which u∗
b takes value0, 1 and 2 as

a function of β2. β1=0.7, α=0.5 and ρ=0.8.

ing that the interfering channel is experiencing a fading coefficient
sufficiently larger than that of the direct link between transmitter 1
(but not enough to let receiver 1 decode the signal from transmit-
ter 2). Conversely, whenα is large, then transmitter 2 selects in
most of the slotspb andrb equal to0 (only common information),
in order to let receiver 1 decode and cancel the interfering chan-
nel. Again, in a significant fraction of slots transmitter 2 selects
to keep idle due to the actual fading conditions. Similarly,it can
be observed that when the controller is using bothpb=rb=1 and
pb=rb=0, i.e., when the value ofα is in the region in which the
interfering signal is treated as noise in some slots and decoded and
cancelled in others, there is a significant fraction of slotsin which
transmitter 2 chooses to refrain from transmission. In fact, for those
values ofα g1,b andg21,b have the highest probability of being in a
region in which the interference signal has a received powerlarge
enough to generate significant interference if treated as noise, but
not to be decoded by receiver one.

As shown in Fig. 4, with perfect feedback, the achieved through-
put increases somewhat (around6% in this example). However,
we underscore that perfect feedback entails that receiver 1and 2
feed back real values, and receiver 1 feedback the gain of both the
wanted and the interfering channel. In light of this, the performance
loss of binary feedback with the proposed greedy strategy may be
considered quite limited. Observing the optimal decisionscorre-
sponding to perfect feedback (Fig. 5), it can be seen that they are
quite different from the binary feedback (ACK/NACK) case. This
means that in the latter case the knowledge provided by the recep-
tion of ACK/NACK messages can be insufficient in some cases for
making the optimal decision. It can also be observed that in the
ACK/NACK feedback case, the average selection ratio ofu∗

b=1
andu∗

b=2 has a sudden switch at a critical value ofα, while in the
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Figure 8: Average throughput for the perfect feedback and the
optimized case

perfect feedback case, the selection ratio shows a softer transition,
as the controller can better adapt its decision to the current state of
the channel.

Fig. 6 and 7 show similar curves whereα is fixed to0.5 andβ2

is varied. Asβ2 increases, the probability that transmitter 2 selects
pb=rb=0 decreases, as the interfering signal at receiver 1 becomes
more and more unlikely to be decoded. Interestingly, the proba-
bility that transmitter 2 selectspb=rb=1 first increases and then
decreases, reaching a point of maximum close toβ2=0.8. In fact,
while whenβ2 is small it can be effectively decoded by receiver
1, asβ2 becomes too large, then the best policy is more likely to
be an idle transmitter 2, as it its signal may generate significant in-
terference at receiver one, but the probability that it is decoded by
receiver 2 gets smaller.

Channel correlation has a significant impact on the effectiveness
of the controller, as illustrated in Fig. 8. This shows the average
throughput as a function of the channel correlationρ along with the
perfect-feedback upper bound. In the memoryless case (ρ = 0),
the controller does not see any improvement of its prediction capa-
bilities when collecting either the previous ACK/NACK messages
or the exact channel values. Therefore, upper bound and binary-
feedback performance coincide. Asρ is increased, the throughput
achieved by the controller with perfect feedback increasesuntil it
reach a floor close toρ=1. In the binary-feedback case , the con-
troller needs a higher value ofρ to significantly improve its per-
formance with respect to the memoryless case. However, forρ
sufficiently large, it can be seen that the knowledge provided by the
ACK/NACK feedback yields a relatively small performance loss
with respect to that of perfect feedback. In fact, in this case, at
each further transmission with a differentu∗

b , since the channel re-
mains stable, the controller can potentially reduce the uncertainty
region regarding the current channel conditions even with abinary
feedback.

5. CONCLUDING REMARKS
In this paper, we have studied the problem of interference man-

agement in the presence of quasi-static fading and no CSI by com-
bining information-theoretic coding techniques with higher-layer
control strategies based on HARQ type I. It has been demonstrated
that, unlike the ergodic case with full CSI studied in [5], trans-
mission of common information, and even more general forms of
rate-splitting, may be (throughput) optimal with quasi-static fading
and no CSI. Moreover, if the fading processes have memory over
the transmission slots, interfering transmitters may predict the cur-
rent value of the interference based on the received ACK/ NACK
and react accordingly to better manage interference.

Interesting extensions include optimization over both rate-
splitting parameters and transmission rates, which has thepotential

not only of better exploiting the current interference conditions but
also of improving exploration of the channel space [12].
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