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ABSTRACT

The coexistence of two unlicensed links is considered, aher
one link interferes with the transmission of the other, avéime-
varying, block-fading channel. In the absence of fadingngard
information-theoretic results for the scenario at hand@tbe sum-
rate optimality of single-user detection or joint decodatghe in-
terfered receiver, depending on the instantaneous valtle afiter-
ference power. These results hinge critically on the pressenfull
channel state information at some of the nodes. In this p&per
problem is revisited with quasi-static fading and in theeslze of
channel state information at the nodes by assuming thHatARQ
type-l is used at both links;iij the channels exhibit Markovian
memory over the time-slotsjii) ACK/ NACK messages of the
two HARQ processes are received at the interfering tramsnand
used to adapt the current access strategy and transmissame-
ters. The problem is formulated as a Partially Observablekba
Decision Process (POMDP) and a greedy solution is propdsed.
merical results highlight, on the one hand, the differermsseen
the optimal design with or without channel state informatamd,
on the other, the advantages of exploiting channel memarinfo
terference management.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design-retwork communications, wireless communi-
cation

General Terms
Management

Keywords

Interference Management, Correlated Fading Channelsni€og
tive Networks, Feedback-based Network Control

1. INTRODUCTION

As the number of wireless devices in the unlicensed band in-
creases, novalecentralizednterference management techniques
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become necessary to provide acceptable quality-of-ser{dee,
e.g., [1]). The currently deployed solutions to this problare,
either interference avoidance (in the form of carrier-sesitsate-
gies or frequency hopping [2]) or underlay transmissiog.(€or
UWB). There has been interest in interference management fo
some time (e.g. [3]); this work and recent results (e.g. péint to
the gains to be achieved via sophisticated signal proagssierein
interfering links are allowed to transmit simultaneouslyd joint
decoding of the useful signal and part of the interferencaised
out at the interfered receivers. We assume two interferirkg] for
simplicity, for the rest of this paper. The most generalsraission
strategy is the so-calladte-splittingscheme (see, e.g., [4]), where
interfering transmitters split their information bits oessage) into
two parts: The first, referred to gsivate, is decoded only at the in-
tended destination, while the second, deenmorpart, is decoded
at both the intended destination and the interfered linlke gdal of
this strategy is tdacilitate the interfered receiveby allowing the
latter to exploit the codebook structure of the interfeefimore
precisely, of the common part) when decoding.

Information-theoretic results typically assuriteed and known
channels where the Channel State Information (CSI) is available
at all nodes. Conclusive results have been found only fanasee
ios where the interference power is either stronger or weiea
the direct (useful) signal. In particular, it has been shetwat with
strong interference, transmission of only common information is
optimal, since the interfered receiver can decode anytthiagthe
intended receiver can, while for weak interference onlygig in-
formation should be transmitted and treated as noise antee i
fered receivers (see [4] for a review and further restilt®ather
than assuming fixed and known channels, a two-link interéeri
channel with ergodic fading (i.e., channels vary in an eigéash-
ion along any transmitted packet) and full (non-causal) &Sl
nodes was recently studied in [5]. Interestingly, the faptaper
shows that, if the users are given the possibility to alledakir
power over multiple channel states, there is little perfamoe loss
in terms of sum-rate by transmitting only private infornoatiand
only when the interference is sufficiently small. In otherdsy un-
der the stated assumptions, rate-splitting and commomnirettion
transmission are not necessary.

In this paper, we focus on a two-link interference channelrov
quasi-static fading channeis the absence of a priori CSat the
transmitters. We focus on a scenario where one link (sag-lon
range) interferes with the other (say, short-range), butuie
versa, as shown in Fig. 1-(a). Such scenario applies foarest
to a cellular downlink overlaid with a femtocell, where thask

'Optimality should be intended in terms of the entire regién o
achievable rates for strong interference and only in terfrsum-
rate for weak interference.



station (transmitter 2) communicates with a user (recedyeand
interferes reception of a home base station (receiver T)arigm-
tocell (transmitter 1 is a home user of the femtocell). A seco
scenario of interest is a cognitive system where the secpnozr
(transmitter 2) interferes with a primary receiver (reeeit), while
negligible interference is created by the primary systethécssec-
ondary (e.g., the secondary receiver knows the primary agesa
priori similar to [Devroye] and can thus cancel the intezfare).
The model also applies with minor modifications to the caserah
the signal from the primary is treated as noise at the secpmda
ceiver (and hence only increases the background noise)

The model in Fig. 1 is also referred to as Z-interference nbhn
which has been widely studied in the information-theorbtéera-
ture [6-9], see Fig. 1-(b). The two links employ HARQ typeé4,,
undecoded packets are retransmitted and decoding taleesqity
based on the last received packet. The fading channelssarmad
to vary according to Markov processes, whose statistickravan
to all nodes. The problem we tackle is that of optimizing tbeess
and transmission strategy of transmitteri.2,, of the interfering
(long-range) link so as to maximize the overall system thhput.

The basic ideas is that, using the observation of ACK and NACK
messages issued by the two receivers and the history obpisdyi
made choices, the interfering transmitter can infer therfetence
it is currently creating and thus adapt its strategy acogigli The
idea follows previous work [11, 12] where observation of ACK
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Figure 1. Two unlicensed links, the first short-range and the
second long-range, coexist over the same bandwidth. The Ign
range transmission interferes the short-range link receier; (b)
The scenario above can be modelled as a Z-interference chan-
nel, which is studied here in the presence of quasi-static dng
channels and HARQ transmission.

NACK messages was used to adapt the transmission rate over a

point-to-point quasi-static channel (see also [13] foated work).
Adaptive secondary access and power control strategiesdog-
nitive radio system in which the primary (interfered) uaanlike
our model, always treats secondary signal as noise aretigatesl
in [14].

2. SYSTEM MODEL

Consider the two coexisting links of Fig. 1-(a). Transmmitte
2's signal interferes with the intended signal for receiterThe
two transmitters are symbol and frame synchronous and &pera

Transmitters are assumed to be always backlogged. Blogkien
n is assumed to be large enough for good codes to behave close to
the theoretical limits. Due to quasi-static fading, outagents may
occur at either receiver, and retransmissions in the forlHARQ
type-l are implemented to combat this impairment. We assume
that transmitter 1 transmits ieveryblock, and employs a (Gaus-
sian) codebook with fixed rat&; [bits/ channel use] and power
P, where transmissions may be copies of previously transthitte
packets given the use of HARQ. Transmitter 2 adapts its aces
transmission strategy in order to better manage interéerém re-

blocks ofn channel uses each. The received signals at the two re- ceiver 1. This is done by exploiting the information colatfrom

ceiver in each channel uge= 1, ...,n and blockb are given by,
respectively:

Y160 =h1,p X100V ho1,5 X260+ 21,6
Yo iv=hopXoip+22,i,

(1a)
(1b)
where we assume per-block power constraints
1/n>0 1 X 0> < Pj for the two transmittersj = 1,2,
and unit-power white circularly symmetric Gaussian noiges
andZ, ; ». Quasi-static fading channels are denotediby, hs 5,

the previously received ACK/ NACK messages issued by the re-
ceivers, and accounting for the strategies attempted ipréngous
slots (see Fig. 1-(b)).
2.1 Interference Management via HARQ and
Rate Splitting

We define all the information available at transmitter 2 at
time-slot b as Z,. This includes the history of previously re-
ceived ACK/ NACK messages,—1= [ey—1, €p—2, ..., €1] from the

ho1,, and are assumed to be independent, constant within eachtwo receivers and the vector of the previously attemptesltestr

block and to follow Rayleigh fading. Equivalently, the cheh
gains g1 p=|h1s|?, ga.s=|h2.s|?, g21.6=|h21,|> are independent
and exponentially distributed random variables with urgtvpr.
Variation of the fading channels across different blocknaslelled
via Markov processes so that the joint distribution in aéjacslots
is as in (2) at the bottom of the page [15], wheris the temporal
correlation coefficient andy is the Bessel function of the first
kind and order zero. The fading channel realizatignsgs, g21
are unknown to the transmitters, but their statistics arewkn
Perfect receiver channel state information is assumedlliZithe
parameterv>0 defines the average power of the interference.

giesuy_1= [up—_1,uUp—2,...,u1]. The feedback history includes
the ACK/NACK sent by receiver 1 and receiver 2, and thus
ev=(f1,6, f2,b), Where f; ;=0 and f; ,)=1 means that receiver
sent a NACK and an ACK in slob, respectively. The strategy
uy, = (ap,m,pp) € {0,1} x [0,1] x [0, 1] is defined as fol-
lows. Based orZ,, transmitter 2 may decide to:i)(be silent,
which corresponds to setting the activity variableato= 0; (ii)
or transmit @»,=1) using a standardate-splitting (Gaussian) su-
perposition scheme characterized by the parameterspair]. In
the latter case, transmitter 2 splits its rate inf@&. (private part)
and (1—r,)R2 (commonpart) withr, € [0, 1]. Power is corre-

O(lhepls lhep-1]) =

1-p

Alhepllheoa]y <2\/ﬁ|hc,b||hc,b71|

@)

2yl poal?
e 1-p

1—p



spondingly split aw, P> and (1—ps,) P2 with p,€[0,1]. The goal
is to maximize the average aggregate throughput in a winddiv o
slots. It is noted that, once a decision@n= (as, s, p») is made
at transmitter 2, this has to be forwarded to receivers 1 and 2

The reliable rate regions can be described following stahda
information-theoretic arguments (see, e.g., [16]). Ihsmitter 2
is silent, then Receiver 1 successfully decodes the sigmdl s/
transmitter 1 if R1<C (g1 P1) whereC (z) =log(1 + x), is the
Shannon capacity function. If transmitter 2 transmitsntthe con-
dition for successful decoding (assuming optimal jointatieg of
useful signal and transmitter 2's common part) becomes

91,61
Ri<C|—rrr—— 3a
1= <1+Oég12,bpbp2) (32)
g1oP1+oagi2 b(l—pb)Pz)
Ri+(1—ry)R2<C . . . 3b
1+ (1=r) Re < < 14+agi2.6pp P2 (30)

Receiver 2 instead successfully decodes the signal framartréter
2 (assuming optimal joint decoding of private and commornspar
if the following holds:

16 R2<C (92,506 P2) , R><C (g2, P2) . (4)

Now, define the channel vector 88 = [g1,5 92,5 g21,5] and the
throughput (bits/sec/Hz) for blodkas

G(ub, vo)=Ris1(ub, 1)+ Ras2(us, 7b), (5)

wheres; (us, v5) equals one if a packet for link= 1, 2 is success-

fully delivered in sloth and zero otherwisél'hose functions can be
derived from the previously shown decoding regions as ¥itlo

Definel{-} as the indicator function, we have:

s1(up, vp) =1{(R1, R2) €81 (ub, ) }

Sg(ub,’yb) :1{R2: RQGSQ(UZ;,’Y(;)}7 (7)

where Si(up, v5)={(R1,R2): Ri1<C(¢1P1)} if ap=0 and
S1(up, 10)={(R1, R2): (39) is satisfied if a, = 1. Moreover,

Sa(up, o )={ R2: (4) is satisfied. (8)

The optimization of the average throughput over a windowi of
slots amounts to choosing the mapping between the infoomagi
and the strategy;, denoted as, (Z), for everyb=1, ..., T' so that

(6)

T

max E[G(ulnfyb)L

{up(Tp) Y, b—1

9

where the average is taken with respect to the channellistri
tion. Denoting the optimal strategy a§(Zs ), the problem above
is equivalent to solving, for every bloék

T
ug (Ip)=arg max F G(ub,fyb)—i—z G(uy, v )| Zo |- (10)
up(Zy) o1

The problem stated in (9)-(10) is a Partially Observable Kdar
Decision Processes (POMDP).

3. MEMORYLESS CHANNELS

Let us consider at first the case where channels vary i.i.dr ov
the retransmission slots (i.ex,= 0 in (2)). In this case, the avail-
able informatioriZ, at transmitter 2 is not useful to adapt the trans-
mission strategy, since it does not provide any informatinrthe
current channels’ realization. The optimization in (10g¢rthbe-
comes

up(Zp) = argmax F [G(up, vp)] for everyZy,, (1)
o
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Figure 2: Average throughput achieved by the optimized poly
and (py, rp) equal to (1, 1) (only private information) and (0, 0)
(only common information), with 3;=0.1 and 32=0.9.

which only depends on the marginal channel statistics. &fbes,
it can be seen that the best transmission strategy for titesis
either to sets;, = 0 (no transmission) for ab, which leads to the
throughput

EG(ub, 1)y, —0 = B Pr{S1(us,76) }ay=0

= Rjexp (— (2R1 - 1) /P1) ,

1 with the rate-splitting parameters;,(p,) that

(12)
(13)

or to seta, =
maximize

E [G(ubfo)]ab:l = R Pr{S: (up, 1) }a, =1+
+Ra Pr{Sa(up, 1) }ap=1,

where Pr{S1(usy, ) }a,—1 appears to be intractable and is thus
determined numerically from 3a and

R ry R
2721 2Tb 21 if pp, >0
P pp P2

(14)

1—exp | — max

Pr{Sa}ta,=1=4,_..p (- (2’?3271)) it rp=0, pp=0
1 if 7, >0, pb?is)

It can be seen that the success probability (15) for the sec-
ond link is minimized for bothp,=r,=1 (only private informa-
tion) and p,=r,=0 (only common information), that is, when
no rate-splitting is performed. Instead, the outage pritibab
Pr{S1(us, V) }a,=1 for the first link is minimized ifp,=0 and
r,=1, where the latter condition corresponds to the extreme case
where the second transmitters uses full power for a comman me
sage of zero rate. From the above, it is concluded that tiseae i
trade-off between optimizing the two outage probabilitiéth re-
spect to the transmission strategy of the second link. Wingee
ested in the optimal trade-off with respect to the averagmihput

(9), which is studied next via numerical results.

3.1 Numerical Results

Let us fix the transmission rates of transmitter 1 and 2 to& fra
tion 31 and 3. of their respective capacities with neither interfer-
ence nor fading,e., R1=0:C (P1) andR2=0-C (P2). Fig. 2 com-
pares the average throughput achieved by the optimizecypsith
that achieved whefps, ) is equal to(1, 1) (only private informa-
tion) and(0, 0) (only common information) as a function of the in-
terference channel gain, for 5:=0.1, 52=0.9 and P,=P>=4.
Fig. 3 depicts the optimal values @f andr; for 5.=0.9 and
£51=0.1, 0.3, 0.5 and0.9 as a function ofx.

It can be observed that whenis small, the optimal strategy is to
transmit the private part onlye., (p,7)=(1, 1). Conversely, when
« is sufficiently large the optimal strategy is to transmit coam
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Figure 3: Optimal values of p and r as a function ofa,, 82=0.9
and 41=0.1, 0.3 and 0.5.

part only,i.e., (p,7)=(0,0). This is consistent with well-known
results for the sum-rate capacity of non-fading Gaussiterfier-
ence channels (see, e.g., [8]), where the sum-rate-opsiohation
switches from all-private to all-common at= 1. However, in our
scenario, due to fading and the absence of CSI, we do not have
hard threshold, but rather a gradual switching betweerethes
strategies, and furthermore, the switching tends to oaur < 1.
However, ag3; is increased in Fig. 3, the switching point tends to
increasej.e., it takes a larger value of the interference gairio
make transmission of only common information optimal.

Related results have been recently presented in the gavalle
[17] (see also references therein) for the diversity-rpidting
trade-off of an interference channel.

4. CORRELATED CHANNELS

In the previous Section, we addressed the optimization ef th
transmission strategy of transmitter 2 under the assumpmifo
memoryless channelg+0). In the following, we consider time-
correlated channele$0). In this case, the information conveyed
by Z,={uy_1,es_1}, i.€, the decisions and the feedback (ACK,
NACK) associated with the previous time slots, can be eigdibi
in order to improve the average throughput, Eq. 9), achiaveide
next slots. Intuitively, prior decisions and feedback iifgra se-
quence of possible regions for the previously realized chbgains
{v-1,-..,71} that helps transmitter 2 set, based on tha pos-
teriori distribution of the current channe}.

The solution of the optimization problem of Eq. (10) is in-
tractable. Therefore, we address instead the followingdyreolu-
tion

iy (Zp) = arg m(%x) E[G(ub, V1) |Zo] - (16)
up(Lp

Thus, transmitter 2, when selecting the action in a certaia slot,

maximizes the expected average throughput in the next tiote
disregarding the long-term future evolution of the trarssiun pro-
cess. Itis important to recall that transmitter 2 selectaction at
the beginning of each time slot, based on the availdpleand is
thus able to follow the transmission process step-by-Sthp.main
difference between the optimal and the greedy controkarih the
capability of the former to select actions while also coasitg the
information that will be available in the following decisignstants

For the memoryless case, we argued in the previous secton vi
numerical results, that the optimal choice (g}, 5) is equal ei-
ther to (1,1) or (0,0), apart from a small region of values of
a (coinciding with the switching point between those two val-
ues). Therefore, in order to keep computational compleoity
we restrict the strategy space of transmitter g, 75)=(0, 0)
or (p»,7)=(1,1). More precisely, the action space is reduced to
three elements, namely

0
Up= 1
2

if ap=0;
if ap=1, pp=0, r,=0; a7

if ab:L pb:L Tb:1;
Recalling thaty,=(g1,5, 92,5, g21,5) We define the regions
Ri(u) ={(g1,921) : [Ra, Ro]€S1 (u,7) }CR?,

where the dependence of the regi®n(u) on R; andR» has been
dropped for the sake of notational clarity. Tha®&; (u) is the re-
gion of channel gainfyi, g21] where receiver 1 incurs failure con-
a@oned on the control variable,=u. Analogously, we can define
RQ(U) = {g2 : [RQ]%SQ(U,’Y)}CR, for u=1, 2 andRz(O):R,

as whenu=0 then transmitter 2 does not transmit. We also denote
with R1 (u) andR2(u) the complementary regions & (u) and
Ra(u), respectively. ThusR, (u) andR2(u) represent the region
of channel gains where receiver 1 and receiver 2 decode ssicce
fully the intended signal. As an example of the type of infation
these regions may provide due to feedbackgifs, g21,5) €R1(0),
receiver 1 fails to receive the packet sent by transmitter 4lot

b (and thus a NACK is issued) while transmitter 2 is idle: Irsthi
case, one can infer that ,<2%1 —1/P;, while g2, , can take any
value.

Eq. (16) can be written as follows

(18)

—+oo

iy, (Zp) = arg max G(up, )¢ (vl Zo)dys,  (19)
0

uy
whereg(-) represents the probability density functions (pdf) of the
arguments. In order to make the decision that maximizes, (19)
transmitter 2 needs to know the distributigy,|Zs). This dis-
tribution can be split into two terms

¢(7b|Ib):¢(g2,b|ub717f2,b71)¢((91,b7g2l,b)|ub717fl,bflz- )
20
The distributionp((g1,, g21,5)|us—1, f1,5—1) can be obtained as in
Eq. (21), wheres(g1,6921,6]91,6—1921,6—1) can be derived from (2)
and R1(us, f1,5) is equal toR1(up) and R1(up) if f1,,=0 and
f1,b=1, respectively. ¢(g1,0921,0/u—1,f1,—1) is initialized with
the joint unconditioned distribution @fi andgo;. Thus, the distri-
butiong((g1,6, g21,6) |us—1, f1,5—1) is updated in each slot, accord-
ing to the received feedback (ACK/NACK) from receiver 1. For
instance, if the received feedback in shas an ACK, then trans-
mitter 2 knows that the paifg1,5, g21,5) is in R(us, 1), and thus
computes tha posterioridistribution of the channel gains for the
next slot by integrating and normalizing the distributioreothis
region only. Analogously, we can computégs ,|up—1, f2,6—1)
recursively as

fRz(ubyfz b) ¢(92,b|92,b71)¢(92,b71|ub—27 f2,b72)d927b71

(i.e., the former allows more sophisticated exploratiothefchan- 29
. , (22)
nel gain space). JraCug.gy) P(G20-1100-2, f2.5-2)dg2,6 1
I ur 1oy ©(916191.0-1)B(g21.0]921,6-1)P(g1,6-1921 b-1[Ub—2, F1p—2)dg1,b-1dg21,6-1
3{(91.0, g21.0) o1, £1 oy = = Tt (21)

ffnl(ub—bfl o1y Plg1o-1921,6-1[Wp—2, f1p—2)dg1 p-1dga1,b—1
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Figure 4: Average throughput achieved by the optimized pol-
icy, and by the policy whereu, is kept fixed to 0 (transmitter 1
only), 1 and 2 as a function ofa.. 81=0.7, 32=0.9 and p=0.8.
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Figure 5: Fraction of slots in which vu; takes value0, 1 and 2 as
a function of «, 8,=0.7, 82=0.9 and p=0.8.

whereRz (up, f2,5) is equal toRz (uy) andRa (up) if f2,=0 and
f2,6=1, respectively.

4.1 Numerical Results

In the following, we examine the average throughput achieve
by the greedy-optimized policy for the correlated chanm@esle; as
compared to the average throughput of fixed policies in whigh
is fixed t00, 1 and2 for all b. Moreover, we show the average
fraction of slots in which the greedy controller sefsto 0, 1 and

2. To obtain an upper bound, we also plot these metrics for the

case where transmitter 2 has available the exact value afains
associated with the three channéls,, %.2 We refer to this case
asperfect feedbacKt can be shown that with perfect feedback the
optimal policy is greedy and can thus be computed similarighe
discussion above (see [12]).

Fig. 4 and 5 depict the metrics mentioned above as a function

of a for 8:=0.7, 82=0.9 and p=0.8. As expected, the greedy
controller outperforms any fixed policy, by adapting thengrais-
sion policy to the actual channel conditions. It can be oleskr
the strong dependence between the average interferemce gad
the fraction of slots in which the controller selects themas trans-
mission parameter: As in the memoryless case, whisrsmall the
controller selects in most of the slgts andr, equal to one (only
private information). Nevertheless, in instances whengmzitter 2
detects conditions in which its transmission would haver fsue-
cess probability while generating significant interfereite that of
transmitter 1y is set equal to zera,e., transmitter 2 keeps idle.
This happends, for instance, if transmitter 2 receives aesgzp of
NACKs from receiver 1 associated to slots in whigh=2, indicat-

2Thus the transmitter exactly knows when selectingu;, ¢
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Figure 6: Average throughput achieved by the optimized pol-
icy, and by the policy wherew,, is kept fixed to 0 (transmitter 1
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Figure 7: Fraction of slots in which u; takes value0, 1 and 2 as
a function of 32. 8:=0.7, «=0.5 and p=0.8.

ing that the interfering channel is experiencing a fadingfficient
sufficiently larger than that of the direct link between swanitter 1
(but not enough to let receiver 1 decode the signal from tnitns
ter 2). Conversely, when is large, then transmitter 2 selects in
most of the slotg;, andr; equal to0 (only common information),
in order to let receiver 1 decode and cancel the interferlrane
nel. Again, in a significant fraction of slots transmitter éexts
to keep idle due to the actual fading conditions. Similaitlgan
be observed that when the controller is using bater,=1 and
py=rp=0, i.e,, when the value ok is in the region in which the
interfering signal is treated as noise in some slots anddi#ztand
cancelled in others, there is a significant fraction of siotahich
transmitter 2 chooses to refrain from transmission. In facthose
values ofa g1, andga1,, have the highest probability of being in a
region in which the interference signal has a received pdswge
enough to generate significant interference if treated &senbut
not to be decoded by receiver one.

As shown in Fig. 4, with perfect feedback, the achieved tghsu
put increases somewhat (aroué# in this example). However,
we underscore that perfect feedback entails that receiaard12
feed back real values, and receiver 1 feedback the gain bfthet
wanted and the interfering channel. In light of this, thefenance
loss of binary feedback with the proposed greedy strategylma
considered quite limited. Observing the optimal decisicose-
sponding to perfect feedback (Fig. 5), it can be seen thgtdhe
quite different from the binary feedback (ACK/NACK) casehi§
means that in the latter case the knowledge provided by tepre
tion of ACK/NACK messages can be insufficient in some cases fo
making the optimal decision. It can also be observed thahén t
ACK/NACK feedback case, the average selection ratiapE1l
anduj =2 has a sudden switch at a critical valuengfwhile in the



1-6’+Opqmimd pert, feedback not only of better exploiting the current interference dtinds but
- Optimized (Correlated ch.) also of improving exploration of the channel space [12].
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