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Abstract— In this paper1, we consider a fading relay channel
operating according to the amplify-and-forward protocol, where
each node has full CSI and multiple-antennas are deployed at
the relay node. Maximization of the achievable rate with respect
to the linear processing at the relay and the power allocation at
the source and relay is performed under an instantaneous sum-
power constraint. In particular, it is assumed that the total power
used by all the active nodes during each time slot is fixed.

I. I NTRODUCTION

Cooperative communications is envisaged to be a key tech-
nology for improving the performance of wireless ad-hoc and
cellular networks. The simplest cooperative system is the relay
channel, introduced by Cover in [1]. The capacity for this
channel is still unknown, and the theory seems to suggest
optimality of coding schemes that are far from being practical
[1]. Simpler relaying schemes, namely Amplify-and-Forward
(AF) and Decode-and-Forward (DF), have been proposed and
proved to achieve full diversity in [2]. Modified versions ofthe
original protocols, capable to achieve a higher rate, have been
introduced in [3]. In all these works, fixed power allocation
between source and relay is assumed.

Recently, power allocation strategies have been investigated
for the fading relay channel by various authors. In [4] resource
allocation strategies minimizing the energy-per-information-
bit are presented for different protocols under an instanta-
neous total power constraint over the two time-slots. A rate-
maximizing power allocation algorithm has been developed in
[5] for an adaptive version of the DF protocol, with separate
average power constraints for the source and the relay node.
Coded protocols were also considered in [6], with an average
total power constraint over the two time-slots. Finally, in[7]
optimal power control for the minimization of the outage
probability has been studied for decode- and estimate-and-
forward protocols with an average sum-power constraint for
the source and the relay. It should be emphasized that in these
previous works all the nodes in the system were deployed with
only one antenna.

In this paper, we consider the problem of resource allocation
for a fading relay channel operating according to the AF
protocol, where each node has full CSI and multiple-antennas
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Fig. 1. The Relay channel with multiple-antennas at the relaynode.

are deployed at the relay node. The achievable rate is maxi-
mized over the linear processing at the relay and the power
allocation between the source and the relay. An instantaneous
sum-power constraint is imposed, such that in each time-slot
the total power used by the active node(s) in the system must
be equal. Notice that, in principle, a larger rate could be
achieved by allowing a different total power for transmissions
during the first and second time-slot [8]. However, this benefit
would come at the expenses of an increased transmitted power
dynamics and it will not be further investigated in this work.

II. SYSTEM MODEL AND PROBLEM DEFINITION

The system under analysis, illustrated in fig. 1, consists of
a source node, a destination node, and a multi-antenna relay
node deployed withN antennas, which amplifies the received
signal and forwards it towards the destination node. In order
to comply with the practical half-duplex constraint, the relay
transmission occurs according to a time division duplex (TDD)
protocol. In the first time slot the source broadcasts the signal
x1 to the relay and the destination. In the second time slot, the
relay re-transmits an amplified version ofx1, while the source
sends a second signalx2, chosen independently fromx1. The
time durations of the two time-slots are equal. The destination
then jointly decodesx1 andx2, given the symbols received in
the two time-slots.

All the fading channels between pair of antennas are as-
sumed to be affected by independent Rayleigh flat fading
processes and additive white gaussian noise (AWGN). We
also assume that every node in the system knows the state
of the channelsH = {h0,h1,h2}, where h0 is the scalar



source-destination channel,h1 is the N × 1 vector source-
relay channel andh2 is the N × 1 vector relay-destination
channel. The stateH is a stationary ergodic process, and it is
constant over the two time-slots. The signal received by the
destination in the first time-slot can be written as

y1 = h0x1 + n1, (1)

where x1 is the symbol transmitted by the source in the
first time-slot andn1 is the noise sample at the destination,
assumed to have distributionCN (0, N0). At the same time,
the relay receives a signal

yR = h1x1 + nR, (2)

where nR is the noise vector at the relay, with distribution
CN (0, N0IN ). In the second time-slot, both the source and
the relay are active. The relay processes the vector signal
previously received by multiplication with aN×N matrix G.
Thus, the symbol transmitted by the relay can be expressed as

xR = GyR = Gh1x1 + GnR. (3)

The overall signal received by the destination in the second
time-slot is

y2 = hH
2 Gh1x1 + h0x2 + hH

2 GnR + n2, (4)

wherex2 is the signal transmitted by the source andn2 is the
noise sample at the destination, assumed to have distribution
CN (0, N0). Finally, we can more compactly express the vector
input/output relation for this channel as

[
y1

y2

]

=

[
h0 0

hH
2 Gh1 h0

] [
x1

x2

]

+

[
1 0H 0
0 hH

2 G 1

]




n1

nR

n2



 .

(5)

Note that, sincex1 andx2 are assumed to be independent, the
model (5) corresponds to a two-user multiple access channel
with two antennas at the receiver, and thus successive decoding
is a capacity-achieving decoding strategy [9].

Based on the channel state informationH, the source node
allocates the powerPs1

(H) and Ps2
(H) for transmission

during the first and second time-slot respectively, while the
relay node employs the power allocation policyPr(H). This
later assumption affects the design of the matrixG(H) since
the power transmitted by the relay is

Pr(H) = tr(xRxH
R ) =

tr(G(H)h1Ps1
(H)hH

1 GH(H) + G(H)N0G
H(H)). (6)

Power allocation and relay processing are jointly optimized
so as to maximize theinstantaneous achievable rate of the
protocol

R =
1

2
I(x1, x2; y1, y2), (7)

whereI(x1, x2; y1, y2) is the mutual information between the
source input(x1, x2) and the output at the destination(y1, y2),
and the factor1/2 accounts for the time-division operation. An

instantaneous power constraint on each time-slot is enforced
so that the problem can be stated as

max
G(H),θ(H)

R (8)

s.t.







Ps1
(H) = 1

Ps2
(H) = θ(H)

Pr(H) = 1 − θ(H)

∀H, whereθ(H) ∈ [0, 1].
The power constraints in (8) allow the transmission scheme

to encompass and generalize direct transmission and the AF
cooperative protocols in [2] and [3]. In fact, ifθ(H) = 1
the relay is not used at all, neither during the first nor in the
second time-slot, and the communication scheme boils down
to direct transmission from the source to the relay node; if
θ(H) = 0 only the relay is active during the second time-
slot and the communication protocol is the same as in [2];
finally, if θ(H) = 1/2 the communication protocol employs
both the relay and the source in the second time slot, and thus
resembles the scheme introduced in [3]. Notice that, under the
considered ergodicity assumption, we could have also enforced
a long-term power constraint in (8): this modification would
complicate the analysis and is not further considered in this
work.

In order to tackle the optimization problem (8), is conve-
nient to expand the instantaneous achievable rate (7) by using
the chain rule for the mutual information [9]

R =
1

2
I(x1; y1)

︸ ︷︷ ︸

I1

+
1

2
I(x1, x2; y2|y1)

︸ ︷︷ ︸

I2

, (9)

where we have used the fact thatI(x2; y1|x1) = 0. In (9) I1

accounts for the source transmission during the first time-slot,
while I2 measures the contribution of the relay and source
transmissions during the second time-slot. Given (5) and (9),
for any power allocation policiesPs1

(H), Ps2
(H), Pr(H)

and linear processing at the relayG(H), the achievable rate
components read

I1 =
1

2
C

(
|h0|

2Ps1
(H)

N0

)

(10)

I2 =
1

2
C







|h0|
2Ps2

(H) +
h

H
2 G(H)h1Ps1

(H)hH
1 G

H(H)h2

1+
|h0|2Ps1

(H)

N0

N0(1 + hH
2 G(H)GH(H)h2)







,

(11)
where we have definedC(x) := log(1 + x). From (8), (9),
(10), (11) it is clear that the optimal power allocation requires
Ps1

(H) = 1,∀H. On the other hand, the optimization of
powersPs2

(H) andPr(H), and linear processingG(H) boils
down to the maximization of the termI2 (11). In the next
Sections, we first discuss the optimization of the relay linear
processingG(H) (Sec. III), and the of power policiesPs2

(H)
andPr(H) (Sec. IV).



III. O PTIMIZATION OF THE RELAY LINEAR PROCESSING

In this Section, the expression for the optimal linear pro-
cessing matrix at the relayG(H) is derived. From (11) it is
easy to prove that the optimalG(H) can be written as the
outer product of the beamformers for the channelsh1 andh2

G =
gh2h

H
1

‖h2‖‖h1‖
, (12)

where the scalar normalization factorg in (12) is determined
by the relay power constraint (6). This can be restated, using
the constraints in (8) and (12) as

Pr(H) = ‖h1‖
2 |g|2 + N0 |g|

2
= 1 − θ(H), (13)

which implies the condition

g =

√

1 − θ(H)

N0 + ‖h1‖
2 . (14)

Substituting the optimal expressions (12) and (14) into the
expression ofI2 (11), we get

I2 =
1

2
C






|h0|
2θ(H) + ‖h2‖

2‖h1‖
2

1+
|h0|2

N0

1−θ(H)

N0+‖h1‖
2

N0(1 + ‖h2‖
2 1−θ(H)

N0+‖h1‖
2 )




 , (15)

which depends only on the power allocation policyθ(H).

IV. OPTIMIZATION OF THE POWER ALLOCATION

In this section, the optimal power allocation policy is
derived. As discussed in the previous Section, this problem
boils down to the maximization ofI2 in (15) over the fraction
of power allocated to the source in the second time-slotθ(H).
Therefore the problem can be stated as

max
θ∈[0,1]

f0(θ) (16)

with

f0(θ) = C






|h0|
2θ + ‖h2‖

2‖h1‖
2

1+
|h0|2

N0

1−θ

N0+‖h1‖
2

N0(1 + ‖h2‖
2 1−θ

N0+‖h1‖
2 )




 .

After tedious calculations, it can be verified that

df0(θ)

dθ
=

α

β(θ)
, (17)

where

α = −(N0 + ‖h1‖
2
)
[

‖h1‖
2 ‖h2‖

2
N0 −

|h0|
2(N0 + |h0|

2)(N0 + ‖h1‖
2

+ ‖h2‖
2
)
]

, (18)

andβ(θ) has a cumbersome expression which is positive for
every value ofθ ∈ [0, 1]. We can then conclude thatf0(θ)
is monotone in the interval[0, 1], and that the maximum is
achieved inθ = {0, 1}, according to the sign ofα. We can
summarize this conclusion as

{
θ = 0, if α < 0
θ = 1, if α > 0

. (19)
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Fig. 2. Achievable rate and optimal power allocation for the AWGN system
(N = 2, γ = 4, 1

N0
= 5dB). θ = 1 implies that the relay node is silent

during the second time-slot and direct transmission is employed, while θ = 0
implies that the source node is silent during the second time-slot and the AF
protocol in [2] is employed.

After some algebraic manipulations the optimal strategy for
power sharing can be expressed as

{
θ(H) = 0 if KD(H) < KL(H)
θ(H) = 1 if KD(H) > KL(H)

(20)

whereKD(H) = |h0|
2

N0
is the argument ofC(x) in the second

time-slot term in (15) ifθ = 1 (i.e., it corresponds to direct
transmission without the use of the relay), whereasKL(H) =

‖h1‖
2‖h2‖

2

(1+
|h0|2

N0
)N0(N0+‖h1‖2+‖h2‖2)

is the argument ofC(x) in the

second time-slot term in (15) ifθ = 0, and corresponds to
the AF protocol presented in [2]. In other words, for any
realization of the channels it is optimal to use either direct
transmission or the protocol in [2], depending upon which
scheme achieves the higher rate. Under the constraint of a
fixed total power for each time-slot, the scheme presented in
[3] is never optimal.

As a final remark we note that if we letN0 → 0 (i.e.,
asymptotically with respect to the signal-to-noise ratio), it is
easily seen thatKD(H) → ∞, while

lim
N0→0

KL(H) =
‖h1‖

2‖h2‖
2

|h0|2(‖h1‖2 + ‖h2‖2)
. (21)

Thus for highSNR KD > KL is always verified and the
asymptotic optimal allocation isθ = 1, i.e., direct transmission
is optimal and the AF protocol is not advantageous.

V. SIMULATIONS RESULTS

In order to get insight into our results, we assume that the re-
lay is located on a line between the source and the destination,
such that the average power of the channels gains depends on
the source-relay distanced and the path-loss exponentγ (see
fig. 1). Let us first consider the unfaded case (AWGN channel),
where |h0|2 = 1, ‖h1‖2 = 1

dγ N, ‖h2‖2 = 1
(1−d)γ N . In

this case, fig. 2 shows the achievable rate and the optimal
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Fig. 3. Optimality regions for different values ofN ( 1

N0
= 5dB). In the

region above each curve the AF scheme in [2] is optimal, while inthe region
below each curve direct transmission is optimal.

power allocation forN = 2, γ = 4, 1/N0 = 5dB. It is seen
that the scheme in [2] is optimal when the relay is located
in an interval around halfway between the source and the
destination. Similar results can be obtained for differentvalues
of γ and N , showing that, increasing either the number of
antennas or the path-loss exponent, the interval ofd in which
the relay is used grows. The regions of theγ − d plane where
either technique is optimal are plotted in fig. 3 for different
values ofN , with 1/N0 = 5dB. In the region above each
curve θ = 0 and the AF scheme in [2] is optimal, while in
the region below each curveθ = 1 and direct transmission
is optimal. As expected, for larger number of antennasN the
region in which the scheme in [2] is advantageous becomes
larger.

Introducing uncorrelated Rayleigh fading, fig. 4 shows the
ergodic achievable rateEH[R] and the average power sharing
EH[θ] (EH[.] denotes the expectation with respect to fading
states) versus different values of the source-relay distance d
for N = 2, γ = 4, 1/N0 = 5dB. It is seen thatEH[θ(H)] is
symmetric aroundd = 0.5 and that the relay is more frequently
used when it is located halfway between the source and the
destination.
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VI. CONCLUSIONS

In this paper, optimal power allocation and linear processing
have been investigated for an amplify-and-forward fading
relay channel with multiple antennas at the relay node and
under an instantaneous sum-power constraint. The optimal
linear processing at the relay node is the outer product of
the beamformers for the source-relay and relay-destination
channels. Moreover, the optimal transmission scheme is either
direct transmission (the relay remains silent in the secondtime
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Fig. 4. Ergodic achievable rateEH[R] and average optimal power allocation
EH[θ] (N = 2, γ = 4, 1

N0
= 5dB).

slot), or the scheme proposed in [2] (the source remains silent
in the second time-slot).
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