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Abstract—In this work, we address the problem of the would excessively impair PUs’ performance. This makes
coexistence of Primary and Secondary Users (PU and SU,it possible to significantly improve the spectral efficiency
respectively) in a wireless network, where the PU employs of today’s wireless networks [2]-[4].

a retransmission based error control technique (ARQ).  The potential of CRs to improve network performance
This mechanism offers the SU a non trivial opportunity: oo hean extensively researched in the literature. For a
by decoding the Primary Message (PM), the Secondary o .

survey on cognitive networks, dynamic spectrum access

Receiver (SR) can perform interference cancellation durig .
the whole primary ARQ window, thus enhancing its own and the related research challenges, we refer the inter-

outage performance. In particular, we investigate aBack- €sted reader to [5]-[7].
ward Interference Cancellation (BIC) mechanism: the SR In this work, we consider a scenario where the PU uses
buffers the secondary transmissions that underwent outage ARQ to improve system performance. In [8], a cognitive
due to primary interference, and attempts to recover them spectrum access scheme based on spectrum sensing and
once the knowledge about the PM becomes available duegyerhearing the acknowledgement information from the
to degodlng operation in a fgture instant. We present py was designed. Herein, as in [9], [10], we follow a
analytical results for the scenario where the primary ARQ ' igtarant approach and investigate techniques for exploit
process is limited to one retransmission, and show by . . L
numerical results the throughput benefit of BIC, over other mg_the structure of the primary transm|55|on Process,
techniques investigated in the literature. as induced by the use of ARQ. In particular, the ARQ
Index Terms—Coghnitive radios, dynamic resource allo- Mechanism introduces redundancy in the system, in the
cation, Markov decision processes, ARQ, backward inter- form of copies of the same message transmitted in subse-
ference cancellation guent time slots. The idea of exploiting this redundancy
was first investigated in [11], [12], for a scenario where
|. INTRODUCTION the ARQ mechanism is limited to one retransmission. In
Cognitive Radio (CR) [1] is emerging as a compellin§lL1], several protocols are proposed, where the secondary
technology for next generation wireless networks. Byansmitter collects side-information about the Primary
sensing the environment and collecting side-informatidviessage (PM) in the first primary transmission, which
about the activity of existing users in the network, CRs exploited to relay the PM, if a retransmission occurs.
are able to adapt their operation to the current state of thdn [10], we investigated a scenario where, once the
system. In particular, this feature makes CR a promisikgowledge about the PM becomes available at the
technology for Primary (PU, licensed) and SecondaBecondary Receiver (SR), it is exploited in the next
Users (SU, unlicensed with CR capabilities) coexistene®RQ rounds to perform interference cancellation, and
In fact, by sensing PUs’ activity, SUs are able to adapte characterized the optimal access strategy of the SU
their operation, so as to limit harmful interference whicbinder a constraint on the performance loss induced at the
PU. In this paper, we use a similar setting. However, we
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Vs where R, denotes the primary transmission rate, mea-
ST @ e SR P
sured in bits/s/Hz(C'(z) = log,(1 + x) represents the

~ capacity of the Gaussian channel with SNRat the
R N e ~ ps receiver, P, is the primary transmission power, and we
PN assume unit variance Gaussian noise at the receivers.
7 Yp N On the other hand, when the ST transmits, the outage
PTe= ~@ PR probability is given by
Figure 1: System model ppl(Rp):Pr<Rp>C <1 Wby >> S po(B), (2)
+ 'VSpPs

where P; is the secondary transmission power, and we

secondary access strategy for the case where the primaggume that the PU is oblivious to the SU and treats
ARQ mechanism is limited to one retransmission. Thigcondary transmissions as noise.
simple case gives us some fundamental insight on tge g operation
general solution, which is confirmed by simulation.

The paper is organized as follows. Section Il presen'&
the system model. Section Il introduces the performan
metrics and the problem statement. Section IV prese

the main results, for the case where the primary AR decode the PM. Diverse opportunities to exploit this

scheme is limited to one retransmission. Section nowledge arise. In fact, due to the inherent redundanc
presents the numerical results. Section VI discusses solfn 9 : ’ y

: in the primary ARQ process, knowledge of the PM can
future work, and Section VII concludes the paper. be exploited in the subsequent primary ARQ rounds

Il. SYSTEM MODEL to achieve a larger s_econdar_y throughput via prim_ary
interference cancellation, as in [10]. Moreover, unlike
As in [10], we consider a two-user interference nef10] where the Secondary Message (SM) is dropped in
work, depicted in Fig. 1. A Primary and a Secondaryase of transmission failure, we explore a mechanism
Transmitters (PT and ST, respectively) communicate {ghere the SR buffers the secondary transmissions that
their respective Receivers (PR and SR) over the channgkglerwent outage due to primary interference. These
with instantaneous gaing, and~,, and generate mutualmay then be recovered via BIC, should the PM become
interference over the channels with gaifjs and~sp, available at the SR in the following ARQ rounds.
respectively. The channel gains are modeled as quasit the following, we let¢ € {0,1} be theSR state
static, i.i.d. processes over time. No Channel State Infefariable where ¢ = 1 if the SR knows the PM,
mation (CSlI) is available at the transmitter sides, hengid ¢ = 0 otherwise, andh € N(0,t — 1) be the

transmissions may suffer from outage when the seleciggifer state variable which represents the number of

rate is not supported by the current channel quality. secondary transmissions buffered at ttfe ARQ round.

For simplicity, we assume that the SU can perfectly track

the current values aof, ¢ andb. We now analyze the SU
In order to improve reliability, the PU uses aputage performance faf € {0,1}.

retransmission-based error control technique (ARQ),1) PM unknown to the SR(= 0):

with a maximum number of transmissions of the san#¥hen ¢ = 0, transmissions are performed with power

packet equal toI' > 1. We define theARQ state Ps and rate Ry (bits/s/Hz). We defineno(R,) and

t € N(1,7)* as the number of ARQ transmissionsvs1(Fs0, y) < aso(lRp) as the probability of success-

performed on the current PMe(@, t=1 for a new PU fully decoding the PM at the SR, when the ST is silent

transmission(=2 for the first retransmission, and so on)and transmits, respectively. Although a control policy
The SU activity affects the PU outage performance Byhich regulates the decodability of the PM at the SR by

interfering over the channel,,. When the ST is silent, continuously varying the rat&,, and powerP; might

As in [10], we assume that the SU does not employ
Q to recover from transmission failure. However, the
, Which is assumed to have perfect knowledge of the
parameters, e.dl; and the codebook used, attempts

A. PU operation

the PU outage probability is given by be devised, in this work we use a binary control strategy,
i.e., either a fixed secondary rate/power pRip, P; is
RY=pPr[R. >C(~P 1) €employed, or no transmission is made at all. .
pro(Fyp) < »>C 0 p)>’ @ We letpso (Rso, R,) be the secondary outage probabil-

ity under primary interference. The accrued throughput
'We defineN(no,n1) = {t € Nyno <t <mi} forng <m1 € N is given byTs(Rso, Rp) = Rso (1 — pso(Rs0, Rp))-



SM undecoded, SM undecoded, 2) PM known to the S%(: 1)
FAl decoded PALundecoded When ¢ = 1, secondary transmissions are performed
with power P; and rate R;;. The accrued average
SM undecoded, throughpUt IS glven bWsl(Rsl) = Rsl (1 - psl(Rsl))-
B miodel, wherep,; (Rs1) = Pr(Rq1 > C(7s)) is the outage prob-
Sl decoded. ability. Since the choice ofR;; does not affect the
PM decoded | outage behavior at the PR (2) and the evolution of the
SM decoded, ARQ process, we assume that the transmission iRate
P undecoded maximizesTy; (Rs1), and therefore

0
0 PM, rate R, Tsl(Rsl) Z TSl(RSO) > TSO(R807 Rp) (4)

SM, rate Ry

Figure 2: Capacity region of MAC channel, and decoét- can also be shown that
ability regions for PM (rateR,) and SM (rateR) Ts1(Rs0) = Tso(Rs0, Rp) + ws(Rso, Rp)Rso.  (5)

Notice that the same argument cannot be applied to
Ry, since its value reflects a trade-off between helping
The probabilitypso (Rso, Bp) (o1 (Rs0, Rp)) iS calcu- the SR to decode the PM, maximizing the throughput
lated by treating the received signal at the SR as comi@go(RSm R,), and maximizing the probability of recov-
through a two-user Multiple Access Channel (MACgring a failed secondary transmission via BIC.
[13], where the SR is interested only in decoding the SM
(PM), by exploiting the codebook structure of the PM  !ll. PERFORMANCEMETRICS AND PROBLEM
(SM) [14]. Let MAC, (R., R,) and MAG, (R, R,) STATEMENT
be the set of channel gain pai(s,,v,s) supporting  The ST follows a generic past-dependent poljcy
the rate pair(Rso, R,) of the two-user MAC channel, taking actions in the sed = {0, 1}, which correspond to
when we are interested in decoding only the SM or PNhe ST staying silent) or transmitting (), respectively.

respectively. We have We define the long-term secondary throughput induced
by policy i as
{ Ps0 (R507 Rp) = Pl’[(’ys, ’Yps) ¢ MACS(R807 Rp)] 1 N—1
a1 (Rso, R = Pr{(vs,vps) € MAC, (R, Rp)] - T n
1 (Rs0, Rp) (785 Yps) p(Fs0, 1tp)] To(p) = }élﬂfg NE 7;] 1 (U (1) Ry,

Notice that the SR can acquire CSI whenever the N1
links PT-SR and ST-SR are active. Assuming this can n

be performed without estimation errors (we refer to +Zl(AS(“))b”RSO . (6)
Section VI for a discussion on the imperfect CSI _ o =0 _
case), the SR can predict whether a failed transmiherel(:) is the indicator function\'s(x) and A’ (u)

sion can be recovered via BIC: if both the SM an@'® the events corresponding to the SR successfully
the PM undergo outage at the SR, i.€3,%ps) deqodlng the SM and the PM, respectlv_ew, is theSR
MAC (R0, Ry) MAC ,(Rs0, R,), but the SM can be Variable andy, is thebuffer statevariable in time slot,
decoded after cancelling interference from the PMS defined in Section II-B. A similar expression holds for
i.e., (Ys,7ps) € MAC,(Rs,0), then the SR buffers the long-term primary throughpm:;(u) and secondary
the secondary transmission. In fact, singg,~,s) € POWerPs(u), for a proper choice of the events.

MAC, (R, 0), its recovery via BIC is guaranteed, if the N this work, we study the problem

PM becomes available in a future slot. We define the . th) (th

probability of buffering the secondary transmission as H (7;’( ),73§ )) —g m;?xﬂ(”) (7)

. Tp(p) > T,
ws(Rso0, Rp) = Pri(7vs,vps) € MAC(Rs0,0)N subject to{ Pp(“) _ ;(th)
MAC s (Rs0, Rp)° N MAC,(Rso, Rp)“] -

= ps0(Ra0, By) = pso(Re0,0) > 0, (3) where ™ & [Ry(1 = py), Rp(1 — pyo)] and PL™) e
[0, Ps] represent the primary throughput and the sec-
where Q¢ is the complementary set a@. The decod- ondary power constraints, respectively.

ability regions for the PM/SM are depicted in Fig. 2. We remark that, although the setup is very similar
to [10], the different assumption on the SU behavior



(BIC mechanism) results in a richer interaction betwedrhis represents the long term number of secondary
SU and PU than in [10], and in a different solution t@ccesses per time slot. We have the following result [10].
(7). In fact, on the one hand, the SU is incentivized tlc_)

transmit, not only to accrue secondary throughput bog & 1. The problem (7) is equivalent to

also to optimize the buffer occupancy and enable BIE*() = arg max o, 75 (1) (11)
at the SR. On the other hand, secondary transmissions Ry(1— pro) — (th) p(th)
diminish the allowed margin on the interference to the s.t.WS(u)gmin{ P Pro P -2 } =
PU, and on the secondary power budget, and preclude Ry(pp1 = ppo) Py

the ab|l|ty Of the SR to deCOde the PM and eXp|0it |t to Then' (7) is equivalent to the Secondary throughput
perform interference cancellation (unlike [10], wheresthimaximization, under a secondary access rate constraint.
knowledge was exploited only in the subsequent ARQ unfortunately, an explicit characterization of the per-
roundS, here we have the additional BIC meChanism)formance metrics and of the 0pt|ma| po"cy for the
We define the state space of the network as general casel’ > 2 is far too complex, due to the
_ . uadratic increase of the number of states wiithand
§={(t:5,9),1eN(1,T),beN(0,¢ — 1), = 0} U gn the non trivial interaction between the states of the
{(t,b,¢),teN(2,T),b=0,¢ = 1}. (8) system. Therefore, we consider the case- 2, which

The network is in statét, b, ¢) when the PU is in ARQ ¢an be treated analytically. Namely, we prove that, under
statet, the SR in state> and the SR buffer in state @ condition on the secondary throughplits, 7%, the
In this work, we consider only the class of randomize@Ptimal policy has a unique structure. Yet, this analysis
stationary policiesid = {u:S+ [0,1]}, since they provides valuable insight on the structure of the optimal
are optimal for (7) [15]. Thereforey(s) represents the SU operation and on the interaction between PU and SU
transmission probability in state € S. Underp € ¢, N the general case, which is confirmed by simulation.

the state of the network is modeled as a Homogenequs Optimal policy for the cas@ = 2

Markov Procesgs,,n = 0,...,+00,s, € 5}. . For the sake of a more intuitive readability, we label
For the sake of notational convenience, we omit ﬂlﬁe four states of the system as:

dependence of the parameters defined above on the rates

R,, R, Rs1, as long as this does not lead to confusionsnew = (1,0,0) new primary transmission,
Snobuf = (2,0,0) no buffered transmission available,
IV. MAIN RESULTS sy = (2,1,0) buffered transmission available,
Let m, : S — [0,1] be the steady state distribution Sneinte = (2,0,1) no primary interference.
[16] of the network under a stationary poligy € U, Before proceeding with the proof, we briefly describe

i.e, m,(s) represents the long term fraction of the timgye structure of the optimal policy, depicted in Fig. 3.
slots that the network spends in stateThe average The secondary transmissions are allocated starting from
long-term cost/reward undeg, C(u), is then given the |eftmost non-fully allocated state, until either the
by C(n) = >sesmu(s)c(s), i.e, by weighting the constraint o, (1) < e in (11) is attained with equality,
cost/reward associated to each state), by its steady 7 (1) starts decreasing.

state probabilityr, (s). From (6),7,(u) is then given by |y particular, transmissions are prioritized #)oint,

where the SR knows the PM, since primary interference
T = Y. mu(s)u(s) Tupt ©) primary
s=(t,b,0)€S
e=1
Z Ty (s) [p(8) a1 + (1 = p(8)) aso] bRso. _ '
s=(t,b,0)€S T
Notice that the expected secondary throughput reward 0 . — Y ==

in states = (¢, b,0) accounts for the throughput accrue
from both the current transmissiop (s) Ts), and the
b buffered transmissions, recovered via BIC with prob
blllty 12 (S) as1 + (1 - (S)) Qs0-

We define thesecondary access ratendery as

id—igure 3: Optimal policy*© for T = 2 under the

Dypothesis of Theorem 1. The area of the shaded re-

gion in each bin gives the transmission probability in

the corresponding state. The transmissions are allocated

starting from the leftmost non-fully allocated state, unti

Ws(p) = Zﬂu (s) pu (s). (10) the constraintWs(u) < e in (11) is attained, or the
ses secondary throughput starts decreasing.



can be cancelled, thus accruing a throughput gain- Definition 3. States; € S haspriority overss € S\{s1}

Ty > 0 over the other states where the PM is unknow(we write s; > so) if, Vu & U(sy = s9), 3 € U(sy >
Once transmissions in this state occur with probabilitp) such thati O u.

one (we say that the state fdled), further secondary

transmissions may be allocatedstq,,. In fact, if a trans-

mission in this state undergoes outage due to prim

interference, its recovery may be possible in the n etter operational point tham, from the perspective of
ARQ round via BIC. If no transmission is performed i 11). Equivalentlyy is strictly sub-optimal for (11).

Snew, then the BIC capability is not enabled at the SR:

This opportunity is not available iy, ; ands;,opu - Alternatively, any policy; which allocates transmis-
Onces,,.,, has been filled, further secondary transmisiions to states, beforestates; is fully allocated with

sions are privileged i85, s OVersy,r. In fact, the ST transmissions (thus not obeying the priority «af over

is incentivized to stay silent i8;, s, SO as to help the s,) is strictly sub-optimal. Necessarily, #; >~ ss, the

SR to decode the PM, which enables recovery of thtimal policy.*(©) € U(s; > s5). We conclude that we

buffered secondary transmission via BIC. This incentivean characterize the optimal policy by the priority of a

is not available ins,., r, where the buffer is empty.  state over another, which determines the order according
Finally, onces,,.,s has been filled, further secondaryo which the network states are filled.

transmissions may be allocated gg,,. However, this _ . . -

occurs only if Ry 8{ — peo+ as1) >g]§’;0a80’ i.e. if the Deﬁmnoh 4. We define theraélyirr(u§5|on efficienaynder

expected reward sy, ; when the ST transmits (currentPolicy . in states, such that—dﬁ # 0, as

transmission and BIC recovery) exceeds the expected

Lemma 2 (Characterization of the optimal policy)
sumes; > sqo, and lety ¢ U(s; > sq2). Then,
€ U(s; > sz) such thatg O u, i.e, attaining a

reward when the ST stays silent (BIC recovery). %T((—S“))
In order to prove the optimal policy, we make the n(p,8) = #() (13)
following definitions. _dﬁ

Definition 1. We say that policyi: dominatesy (we (4, s) gives the rate increase (or decrease when
write fi O p) if Wi(fi) = Ws(p) andTs(i) > Ts(1)-  negative) of the secondary throughput, per unit increase

If the latter inequality is strict, we say thatstrictly of the secondary access rate, due to an increase of the
dominates: (we write i O p). transmission probability in state

A policy /i O 1 attains a better operational point than 1he following Lemma can be proved.

p, from the perspective of (11). Hengejs sub-optimal. |emma 3. Let yu ¢ U(s1 = s2). If 17 (p,81) > 7 (1, 82),
Definition 2. We say that policy: € U gives priority to theN3f € U(si ~ s2) such thati 5 p.

states; overs, if either u(s;) = 1 or u(sy) = 0. We _ Moreover, assume thatu ¢ U, 3 € U* such that
define the set of policies with this property s fi O p, whereld* C U is a given set of policies. If

y y , ” . 1 (1,81)>0 (1, 82), Y & U(sy = s2) U™, thensy > so.
— = cU: =1;U cu: =0y. .. ;

(81 s2)={u pls) =1juin p(s2) =0} This is a consequence of the fact thatpifu,s;) >

In general, we define the set of policies giving priority; (11, s5), transmissions in statg aremore efficienthan

to s;overss, to sp overss, and so on, t®,_; overs, as those in states;, and a new policyiz may be devised,
which prioritizes transmissions in state over states,.

n—1
U(sy = Sg ..., Sp) = ﬂ U(s; = sip1). (12) One suchi has the following structure:
=1 f(s) = u(s) s€ S\ {s1,s2}
According to policyu € U (s; > s3), the ST transmits f(s1) =p(s1) +v1 0<vy <1—upu(s1) (14)
more frequently when in statg than when in stata, f(s2) = u(s2) —vo 0 < vy < pu(se),

(except wheru(s;) = u(s2) € {0,1}). In fact, the con-

dition pu(s1) = 1 of ju(sy) — 0 implies pu(s1) > pu(s). where (v, 1v) is the unique solution ofi € U(s; > s2)

andWs (1) = Ws(u). Compared tqu, policy i moves as

2Notice that the priority relation is not strict. In fact, many transmissions as possible fregto s;, until either
B i(s1) =1 (s is filled) or ji(s2) = 0 (s2 is emptied).
Ulst = s2) NU(s2 = 51) = Notice that the hypothesis of the Lemriva ¢ 4,

(et pls) =p(s2) =0} U{p €U plse) = p(s2) =13 # 0. 35 « 4+ 5 5 11, whereld* C U is a given set of policies,
However, this feature is of no importance in the followingaiment. iS important in the proof of the optimal policy, which



follows. In fact, under this hypothesis the optimal policiNotice that we have alsg®®) ¢ U (Snoint > Snew), hence
satisfies*() € U*, hence we can restrict the search qi®® € U (Snoint = Snobus = Shus) VU (Snoint = Snew)-
the optimal policy within the sei*, rather than over the  Step 4 If u® € U(spew = Spus), We letp® = 1),
whole setl/, since anyu ¢ U* is strictly sub-optimal.  Otherwise (®) ¢ U(Spew > Stuf)), We show that
The structure of the optimal policy is stated in thg (1), s,c.,) > 7 (4, sp,7). We can thus define,
following Theorem. An intuitive, non rigorous argumengsing (14), x4 ¢ U(Snew = Spuys), With p® > B,
follows; a detailed proof is given in the Appendix. Notice that we have alsp®) € U(s, e > Shus), SO that
Theorem 1. |f ﬂ(4)€u(snoint - Snobuf > Sbuf)mu(snoint >~ Spew ™ Sbuf)-

Step 5 If 4 € U(spew = Snobus), We let u® =
T — Tso — wsRso < Qs

5, = we, (15) p@. Otherwise () ¢ U(Spew = Snobus)), We show
Rso Qs0 — Qsl that n (:“'(4)7Snew) > n (:“’(4)7Snobuf)- We can thus
the optimal policy obeys the following priority: define, using (14)u® € U(snew > Snobuys), With
1@ > p@. Then, sinceu™ € U(snew = Snobus), We
Snoint ™ Snew ™ Snobuf >~ Sbuf- (16) have alsou(5) € u(snoint > Snew ™ Snobuf b Sbuf)-

Starting from a generic policy ¢ U(Spoint > Snew >
Snobuf = Sbuf), W€ have thus defined a sequence of
policies {u®,i=0,...,5} such thatu® > p® >

Proof: We prove the Theorem by contradiction,..., D p. This proves the sub-optimality of. [ |
Let M¢ u (Snoir'zt >’ Snew ™ Snobuf -~ Sbuf) be a p0|ICy B. Discussion
violating the priority of the states.

We now define a sequence of policiéa,; >0}  Notice thatTy — Ty — wsRy represents the gap
with 1 = 1 such thap+) > 40V, characterized by between the throughput accrued when the SR knows

attaining a better operational point, from the perspectifs® PM. and the sum of the throughput accrued when
of solving (11), thus proving the sub-optimality pf it does not know it, plus the "throughput" recovered via
Step L If 4@ € UlSpoint > Snob ), we let BIC. Therefore, the hypothesis (15) simply sets an upper

M) = 4O, otherwise (10 ¢ U(spoint - ) bound to this gap. If the upper bound is exceedsx,
o . Snoint Snobuf))s .
we show thaty (119 suoimt) > 7 (10, Snobuf), 1€ the throughput accrued when the SR knows the PM is

in state s, f, from the perspective of solving (11). 9np '

From Lemma 3340 € U(snoim - Snopus) SUCh that in states,,..,, by impairing the ability of the SR to decode

T ) ! W . the PM, may induce the system to visit the staigs
1) (0) !
wH D p\Y). This is defined as in (14).e,, it is obtained ‘
by moving transmissions from Stagy.f 0 Suoint. ands,, ., r more frequently tham,,.;,¢, where the reward

1 5 _is much larger, thus causing a secondary throughput
IStep 2 It .“( : elu(S"Ob“f = Spuyp), we let p? = degradation. In this case, priority &f,c., OVEr Spopyf
p®. Otherwise (V) ¢ U(snobus = Sbus)), We show

thatn (1D, spopr) > 1 (4D spap), ice. transmissions ©0 St/ 1S not guaranteed.
in states,, ., s are more efficient than those in statg , V. NUMERICAL RESULTS
from the perspective of solving (11). Then, from Lemma |n this section, we discuss numerical results for the
3, we can define, using (144 € U(spopus = Stus), caseT = 2, which demonstrate the performance im-
by moving transmissions from stasg,; t0 s,.b.r, SO provement achievable by the BIC mechanisshQ pol-
that ® o (1. Notice that at this point we may haveicy) over the transmission strategy investigated in [10],
11 ¢ U(Spoint = Snobus)- It may then be necessary towhich does not make use of BIGQ¢ BIC policy). We
repeat Steps 1 and 2 to obey both priority constraintiso compare them with aopportunistic BIC policy.
Notice that the transfer of transmissions frai,; to  Namely, the SR does not inform the ST about the buffer
Snobuf, and finally tos,.:»¢ is unidirectional, hence in astate. As a consequence, the ST obliviously allocates
finite number of iterations of Steps 1 and 2 we obtatransmissions without being able to take advantage of
11 € U(Snoint > Snobus = Shuf)- such knowledge, whereas the SR, whenever the PM is
Step 3 If u@ ¢ U(Snoint > Snew), We let 13 = decoded, performs BIC on the buffered transmission.
p?. Otherwise [ ¢ U(snoint = Snew)), We show  Each channel is modeled as i.i.d. Rayleigh fading
that 0 (1@, spoint) > 1 (1P, Spew). With the same with common powel' = Ty, = T, = I}, = T,
approach used in the previous steps, we can thus defianegd zero mean-unit variance circular Gaussian noise
using (14),1®) € U(spoint = Snew), With u® > 4. at each receiver. Moreover, we lgt, = P, = 1,

Moreover, transmissions are allocated to statg; only
if 1 — pso > aso — as:.



—6—no BIC, Ry = argmaxg, Tso(Rs, R,) Primal’y System
osh -6-10 BIC, Ry = Ry Ry, =1.9141 | ppo=0.4252 [ pp1 = 0.8475
—0—BIC, Ry = argmaxg, Tso(Rs, Rp) Secondary SystemR.o = arg maxgr, Tso (Rs, Rp)
o -0 -BIC, oo = R Rso = 1.3214 | pso = 0.4380 Tso = 0.7427
o6l —#=Opp. BIC, Ry = argmaxp, Too(Rs, ) aso = 0.5748 | as = 0.4431 ws = 0.1789
' 5 | * ~Opp. BIC, Ry = Ra Rs1 =1.9141 | ps1 = 0.4252 Ts1 = 1.1002

Secondary SystemRso = Rs1

= Rso = 1.9141 | peo = 0.6857 | Tso = 0.6015
& o4f oo = 0.5748 | a1 = 03143 | w. = 0.2605
Rs1 = 1.9141 | ps1 = 0.4252 T = 1.1002
Table I: System parameters, SNIR= 5. In the first row we
0.2r . . . .
list the PU parameters, in the second and third rows we list
the SU parameters, faR,y = argmaxgr, T (Rs, Rp) and
i i i i i i i i i RSO = Rsl-
8.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
T, (1)
Figure 4: PU vs SU throughput$,=2,T"' =5 .
ability of the SR to decode the PM (Table I). However,
this is non trivial for the other two policies. In fact, using
. Ry = R rather thanRyy = argmaxp, Tso (Rs, Rp)
Rq = argmaxp, T (Rs), and R, maximizes the n55 opnosing effects on the system: on the one hand, it
primary throughput when the ST is silent, reduces both the accrued secondary throughpuand

~ Fig. 4 compares the performance of the three policigse probability that the SR successfully decodes the PM,
in terms of the primary and secondary throughputs foy .- on the other hand, it increases the probability that a
the casd’ = 5 (see Table | for the corresponding systeecondary transmission is buffered, (Table 1. In this

parameters), obtained by varying the secondary accggge, the gain in terms of buffering is smaller than the

rate constrainte € [0,1]. Notice that each policy is |oss due to a decrease of bk, and ;.
evaluated for two different values of the ratgy, namely

Rg=argmaxg, Ty (Rs, R,) (solid line) andRy = Rg VI. DiscussiON ANDFUTURE WORK
(dashed line). In the caseT’ > 2, the analysis becomes far more
As expected, for a specific value of the raf&, complicated tharl’ = 2, due to the complex interaction
the no BIC strategy performs the worst. In facho among the states of the system. For this case, we have
BIC drops the failed transmissions in the first ARQonducted extensive simulations, showing evidence that
round, whereapportunistic BICand BIC buffer part the optimal policy has less structure than in the case
of them, since they may be recovered in the next ARD = 2, since there is not a well defined priority of the
round via BIC, thus getting a net throughput benefistates. However, we observe that, as in the dase?2,
Moreover, BIC outperformsopportunistic BIC In fact, the optimal policy prioritizes transmissions in the states
from the operational perspective, with tB4C strategy where the PM is known at the SR, and in the initial
the ST takes advantage of the knowledge of the buff@RQ rounds. This behavior can be explained by noticing
state to make better decisions, e.g., by staying silehtt such a policy optimizes the buffer occupancy, thus
when a secondary transmission is buffered, so as rtaximizing the expected reward accrued via BIC.
help the SR to decode the PM, thus favoring the BIC So far, we have assumed perfect CSI at the SR.
mechanism. This additional degree of freedom bringsHowever, this is rarely the case in a real system, where
net benefit over th@pportunistic BICstrategy. Notice channel estimation errors result in a performance degra-
also that the two policies perform the same in the lodation [17]-[19]. Of particular relevance in this work is
interference range (higf,). In fact in this regime the the fact that the SR, once the PM is successfully decoded,
same transmission probability is allocated to staigs cannot exactly remove its interference from the received
andsy,yint, Whereas states,,; ands,.p. s are kept silent. signal, due to the mismatch between the true channel
We now compare the choice of the rafe,. We and its estimate, resulting in a residual error term which

observe that, for a specific policy, using,y, = degrades the performance of interference cancellation
arg maxp, Ty (Rs, Rp) outperformsRyy = R,. This techniques [18]. This can be circumvented by defining
is expected for theno BIC policy, since usingR,y = a worst case model where the channel is replaced by

R,1, compared toRs) = argmaxp, Ts (Rs, R,), both its estimate, and the residual interference from channel
decreases the accrued throughfiy, and impairs the mismatch is modeled as additive Gaussian noise [19].



VIlI. CONCLUDING REMARKS Otherwise [i(spew) > 0), we have

In this work, following [10]-[12], we have further 0 (1, Spuf) = Tso + (51 — as0) Reo
investigated the idea of exploiting the prima}r_y ARQ pro- < Tso = 17 (1 Snobuys) » (18)
cess to enhance the performance of cognitive networks,
and to enable primary and secondary users coexisterf¥gére we have used the fact that; < as. From
In particular, we have proposed and analyz&haekward Leémma 3 withi/* = U, this proves the existence of
Interference Cancellatiorscheme, according to which# € U(Snobus > Shuy) such thatii 5 p.
the SR buffers the secondary transmissions that undergd? Poth cases, we have shown thait € U(snobus >
outage and attempts to recover them once the knowlediger) SUCh thatii 2 1. Therefores,opus > Spus-
about the PM becomes available in a future instant. _ 3) Proof ofsnoint > Snobus > Spus: _

Following [9], [10], we have used a control baseBY combining the two cases above, we then obtain
approach to optimize the secondary access strate?yamt > Snobus >~ Seus. Notice that, from Lemma
under a constraint on the PU's degradation. We have &1 POliCy z1 & U (Snoint = Snobuf = Shus) 1S SUD-
characterized the optimal policy for the case where tQ@timal. In the following, we then assumg <
primary ARQ scheme is limited to one retransmissioff. (Snoint > Snobuf > Shuys), @nd thus restrict the search
proving that, under certain conditions on the secondd?y the optimal policy within this set.
throughput terms, the policy admits a unique structure.?) ProOf Ofsuoins > Snew!

Finally, we have shown numerically the throughput betr€t # & U(Snoint = Snew), p € UlSnoimt = Snobus =
efit of this scheme, over other techniques that either ?r@f)' The first assumption impligg(snoine) < 1. Then,

not use BIC, or use it in an opportunistic fashion. om the second, we have(sy.s) = (1(Snobus) = 0.
We proven (1, Snew) < 1 (1, Snoint), OF €quivalently

APPENDIX Tso — Ts1 + pprwsasoRso < 0. (29)
PROOF OFTHEOREM 1 o o . .
This inequality is trivially verified, by using (4), (5),

Proof: By solving the stationary equation for aandp, as) < 1. Therefore, from Lemma 3 with(* =

specific policyu € U, we have U (Snoint > Snobuf = Sbuf), it € U(Spoint > Snew)
) such thati O u, which provess,oint = Snew-
Ty (Snew) = T 1Gnew)Pri F(I—F(Gnew)) P 5) Proof ofs,cw > Spuf:
L (Snobuf): lu’(sncw)pfi‘r(l(—sasl;w.s)—:F((ll_—ll&(ssncw))))ppo(l—asﬂ) Let 1 ¢ Z/{(Snew — Sbuf)1 JTRS u(snoint - Snobuf -
- s ot LT Snew ) Pro spus)- The first assumption implieg(s.,s) > 0. Hence,
pASbuf iz;u(sn)egu)tg)l+(11_—ﬁ((:new>)5poa from the second, we have(s,eint) = 1(Snobus) = 1.
T (Snoint) = STt o (e o If 1(Snew) = 0, spus is NOt accessible, and there-

_ _ o _ fore we can trivially definei € U(spew > Spuf) as
wherer,(-) is the stationary distribution under poligy i(s) = u(s), Vs # spp jiilsus) = 1. Clearly,
and the system parameters are defined in Section Il. \:{)a{g(m = W, (1) and 75 (fi) = Ts(n), hencefi D p.
NOW Prove, in orderSnoint > Snobuf > Sbufs Snoint > Otherwise fi(spew) > 0), We prove that)(u, spew) >

Snewr Snew = Sbuf andspe, = Snobuf - ’I’](,u,, Sbuf) =T — Rso (Oés(] — Oésl), or equivalently
1) Proof ofs,oint > Snobur:
Let 1 & U(Snoint = Snobuy)- Notice that 9(pp0; Pp1) = (@50 = @s1) (1 + pp1) +pprwsasi (1 + pyo)

+(ws + 58) (pplasl — PpoQis0 + Pp1Ppo (asl - asO)) >0,

s Snoint) = Ts1 > ,S = Ty 17 . . . .
1 (41 Snoint) = Tt > 1 (11 Snobur) = Tio (17) Notice that g(pp0,pp1) is @ linear function of py.

Therefore, from Lemma 3 wit/* = U, 35 € Sinc€ po € [0,pp], we then haveg(pyo, pp1) =

U (Snoint > Snobus) SUCh thatii O p. Since this property M1 {90, pp1), 9(pp1, pp1)}, Where

holdsVu ¢ U(snoint = smbulf), the result follows. 900, pp1) = (crs0—s1) (14 pp1 )+ (2ws + 65) pp1tst
2) Proof fsuopus = Stus: | 9(pp1, pp1) = (s —atst) (1+pp1 )+ pprevsciss (1+pp1)

Let i & U(Snobus > Stuf). ASSUMEL(Spew) = O first. +(ws + 65)pp1 (14 pp1) (st — aiso) -

Then, s, is not accessible (since no message can be
buffered if the SU stays silent in the first ARQ round)l,\/loreover,g(l”ilif;i’“) is a linear function ofp,;, hence
and therefore we can trivially defing € U(snoint >

~ : . 1,1)
Shuf) asfi(s) = u(s),Vs # spuy, fi(Spur) = 0, such that 9(op1, 1) > (1+ pp1) min {9(070)’ g(_,} |
Wi(fi) = Ws(p) and T, (fi) = T;(1). Hence,fi D p. p1; Ppl ol 2



where

9(0,0) = (as0 — 1) (1]

9(17 1) = (Oéso - asl) + wsrs1
+(ws + 53) (asl - 0430) .

(20)

D=

(2]
(3]
(4]

By combining the above inequalities, we obtain

. g(ovppl) 1
> min { ———=,¢(0,0), =g(1,1) ;.
= { 1 » 9(0,0) 29( )

g(p;UOappl)
1+
Ppl [5]
Clearly, g(0, pp1) > 0, g(0,0) > 0. If g(1,1) >0, i.e,
Qs

0 < 1 — wg + wy (21) [e]

Q50 — Qg1
(this is implied by the hypothesis of the Theorem), then
9(ppo, pp1) > 0. Therefore 31 € U(Spew = Spuyr) Such 7]
that /i O i, which provess,c., > spuy.

6) Proof ofs,cw > Snobur:
Let H ¢ u(snew >~ Snobuf)v M € u(snoint >~ Snobuf -
Stuf). Since we have proves, int > Spew > Spuf, We
also assume: € U(Snoint > Snew > Spuf). Then we
have,u(snobuf) >0, ,u(sbuf) =0 and//’(snoint) =1

We prove thatn(/j’7snew) > 77(:“7 Snobuf) = TSO- i-e--

(8]

(9]

[10]

h(ﬂp0> Ppl) = Ws [(P:nl - PpO) 050 + Pp10est (1+ P:UO)]

+0s [(L+ ppo)pprest — (L4 pp1)ppocso] > 0. (22) ),

We prove the inequality by lower boundirig ppo, pp1)
with a non-negative functionh(p,o,pp1) is a linear
function of p,o € [0,pp], therefore h(ppo,pp1) >

min{%(0, pp1), h(pp1, pp1)}, Where

{ h(07 ppl)
h(ppla ppl)

[12]

wsppl (asO + asl) + 6spp10451 [13]

Ppl (1 + ppl) [wsasl - 68 (asO - asl)] . [14]

Clearly,h(0, pp1) > 0. If h(pp1, pp1) > 0, or equivalently
[15]
(23)
[16]
(from the hypothesis of the Theorem), thieip,0,0p1)>0.
Therefore, 371 € U(spew > Snobuy) SUCh thati O p.
This provess,c. > Spobuf-
7) Proof ofs,eint = Snew ™ Snobuf > Sbuf:
By combining the above results, we have proved that
[19]

[17]

(18]

Snoint ™ Spew ™ Snobuf - Sbuf- (24)
Finally, if n(u,spys) < 0 (equivalently,1 — pyo <
as0— 1), then transmissions i), induce a secondary
throughput degradation, hence they should be avoided.
[ |
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