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Abstract—The capacity region of a Multiple Access Channel
can be increased by feedback to the sources, since feedback Central processor
enables cooperative transmission. Focusing on a linear dellar
system (as for a highway or a corridor), a novel transmission
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signalling information among MSs. Numerical results show hat : % : % : :>( !
the proposed technique provides gains over non-cooperagv ! / AN ! / AN AN !
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Feedback plays a number of roles in communication sys-
tems, Su?h as predict_ing and corre_cting noise, enab"ng:eOUFig. 1. Uplink of a multi-cell system with generalized feedk at the MSs.
cooperation, decreasing computational complexity andaed
ing delay [1]. In particular, in the context of Multiple Acge
Channels (MACs), feedback enlarges the capacity region by ) .
enabling cooperation at the sources, here referred to aﬂemofp'ght_ Wan'g to (_:ooperat_e with then(+2)th MS, thus requiring
stations (MSs) [2]. Different types of feedback signals ban the signalling |nf0rm§1t|0n to be propagated along two hOPS-
available, ranging from output-feedback, where the datitin The propqsed technique recognizes .that suc_h transmissions
output is directly obtained by the MSs [2][4] or “generali can benefit from analog network codingtechniques [11]-
feedback where each source observes different channelteut6): that take advantage of the broadcast channels between
[5]-[7]. adjacent MSs and the side information available at the MSs:

In this paper, we extend the transmission strategies of [\gﬁen depoding the signalling information broadc_ast.by the
_[7] to the uplink of a multicell scenario with generalized'€ighboring MSs, each MS can cancel the contribution due
feedback, as depicted in Fig. 1 (see also [8]). The cellullp the messages that were originated at the MS itself or
scenario at hand follows the linear Wyner model [9], wher€Viously relayed through it. _
cells are arranged in a linear geometry with one active user p 1MiS paper is organized as follows. In Sec. II, we discuss
cell at any given time as for intra-cell time-division mplg- Pasic background material covering Gaussian MACs with
access (TDMA). Moreover, decoding is carried out at a céntigedPack and analog network coding. Then, in Secs. il and IV
processor which is connected to every base station (BS) §@ achievable per-cell rate for the system in Fig. 1 is derive
ideal backhaul links (i.e. multicell joint decoding, see0]1 1his rate is evaluated numerically in Sec. V. o
for a review). We extend the basic linear Wyner model by Notation X N_CN(%CTQ) denotes a complex Gaussian cir-
allowing for generalized feedback. Specifically, due to tHe/larly symmetric random variable with meanand variance
broadcast nature of the wireless medium, each MS is assurfled
to receive signals from the MSs in adjacent cells. Simil&oly
[5]-[7], these signals constitute generalized feedbaak ¢tan
be used to communicate among neighboring MSs and set upn this section, we present background material and discuss
cooperative transmission strategies. related work. In particular, Sec. II-A focuses on a two-user

Unlike [5]-[7], the presence of multiple MSs and thé&saussian MAC with feedback and reviews known results as
specific geometry call for sophisticated techniques forekie applied to a symmetric system. Sec. II-B then briefly disesss
change of the cooperation-enabling information (alsorrete the basics of analog network coding and previous work in the
to as signalling in the following) among MSs that exploiarea. The techniques and concepts recalled in this sectlbn w
local communications. For instance, in Fig. 1 theh MS be instrumental in the analysis of the system of Fig. 1 inrlate

Il. BACKGROUND AND RELATED WORK



sections. a private and acommonpart. Specifically, rateR is split as
R = R, + R, (subscripts denote private “p” and common “c”
parts) and the power & = P, + P.. The private part, of rate
Consider a symmetric two-user Gaussian MAC with signa,, is sent to the BS with poweP, without any cooperation
received by the destination at time instardiven by: from the other MS, while transmission of the common part, of
. rate R., benefits from the cooperation with the other MS. In
Yi=Xiit X4 Ziy i=1,2,00m, 1) order to enable cooperative transmission, a fractibs- »/2)
where the noise sequen{s;}7_, is such thatZ; ~ CN(0,1), of the common power. is devoted tosignalling the local
independent and identically distributed (i.i.d.) ovet 1,...,n, Mmessage to the other MS. The remaining pow#P, is then
and we enforce a per-symbol power constrdijtX,, ;|>] < employed for cooperative transmission to the BS. Condition
P, m = 1,2. A fairly general model for feedback prescribeg5) enables each MS to decode the signalling message (of
the signal received by the two MSs at tfith symbol to be rate R.) from the other MS and (4) is sufficient for correct

A. Gaussian Multiple Access Channel With Feedback

given by (see Fig. 2-(a)): decoding at the BS. We refer the reader to [5] - [8] and
Appendix-A for details.
Vii=pBXoi+ 21, (28)  Remark 1 The achievable rate (4)-(5) is not the capacity
Vo = BX1,i + 224, (2b) of the system at hand. To see this, consider the ¢asel

and p = 1, which corresponds to output-feedback [17]. With
. T = . this choice, the entire capacity region has been derived in
Lid. overi = 1,...n (m = 1,2). Notice that model (2) [3], which, when specialized to our symmetric case, leads to

assumes perfect echo cancelation. The parameter 0 N ; .
measures the quality of the inter-MS channels. The no'the equal-rate capacity (i.e., maximum achievable eque) ra
u quaity ! ; 28 = 1/2log(1 + 2P(1 + 6*)) with 6* being the solution

samples{ 2y, };, are generally correlated wifiZ; }., with ¢y, o equationl + 2P(1+ ) = (1+ P(1 — 6%))? satisfying
given correlation coefficient (|o| <1): i.e., 0 < # < 1. The equal-rate capacity; and can be shown to be
Zni = pZi + /1= p?Z s, (3) larger than (4)-(5). The main reason for the suboptimality o
. (4)-(5) is that the transmission scheme leading to (4)i(Bi}$
with Z,,; being an independent i.i.d. noise process Witfhe correlation structure between the channel codeworids (v
Zm,i ~CN(0,1). Forinstance, ifs = 1 andp = 1, this model 5 specific Markov chain condition, see Appendix-A) and thus
corresponds to output-feedback [17]. Note that the modghes not enable full exploitation of the coherent additién o
above entails full-duplex operation at the MSs. Moreoves, Whe two codewords at the receiver (see also [8] and [19]).
remark that the model at hand is related to relay channelsRemark 2 A simple upper bound on the equal rate is
where the relay also has a message to deliver to the deetinagrovided BYR fuii—coop = 1/210g(144P), which corresponds
[18]. to full cooperation between the two transmitters (that ds, t
Focusing on a symmetric scenario, each user has a messggfultiple-input-single-output system). As explained e t
W, in the range(1,2, ..., 2"}, m = 1,2, of equal rateR  previous remark, this rate cannot be achieved with output-
to deliver to the BS. Using standard definitions, encoding fgedback, but, as discussed below, it can be attained with
carried out at eachnth MS by mapping the messadé&,. arbitrary precision if the quality of the MS measurement (2)
and the previously received sampl§ ' = (Vi1 - Vm.i—1] s sufficiently good (i.e., if3 is large enough). To elaborate,
into the ith channel inputX,,, ; for i = 1,2,...n. Rate R is suppose that we are interested in achievifig,; coop — €
said to beAachAievabIe if the average probAabiIiAty of decodiRgh ¢ - 0, then, defining as* the valued < v* < 1
error Pr[(Wy,Ws) # (W1, Ws)], where Wy, W, are the gych that3log (1+2(1 +v**)P) = Rfuu—coop — € it is
decoded messages, can be made to tend to zeno-asc. easy to see that by setting. = P (and P, = 0), if 3 >
For anys > 0 and any|p| < 1, an achievable equal rate 2R suti—coor=€ 1) /((1—1*2) P), we haveR = Ryl coop—€

can be found by specializing the results of [5] [6] [7] tQn (4)-(5). In other words, if3 is large enough, it is optimal
the scenario at hand, obtaining (see Appendix-A for a brigf invest all the power in the common message and dedicate a

with noise sequencesz,, ;}* ; such thatz,,; ~ CN(0,1),

derivation) vanishingly small portioril —*2) of such power to signalling,

llog(14+2P)+R since this leads to a rate that approaches the upper bound set

R= min{ 1 1 27 } ) (4) by the full-cooperation scenario

3 log (1+2P +2v%P,) :

with B. Analog Network Coding
B%(1 — v?)P. .
R.=log |1+ —i5p, ) (5) In the cellular network of Fig. 1, the MSs can exchange
p

signals among neighbors in order to enabt®peration As
power allocation” = P,+ P, and0 < v < 1. We remark that will be shown in the next section, such signalling can benefit
the notation used here is different from previous refersarel  from a transmission strategy sometimes referred tarasog
is tailored to facilitate the discussion in the followingcgens. network codingdue to the broadcast nature of the transmission
The rate (4)-(5) is achieved by a block-Markov encodingf each MS. The basic idea behind analog network coding
scheme, where each MS splits its rate and powers betwéerto broadcast a mix of signals rather than of bits, as in



Encoding is defined similarly to Sec. IlI-A and so is the

() equal rate R, which can be interpreted here aspar-cell
Y[B rate. Decoding is performed vianulticell processingi.e.,
AL the central processor decides on the transmitted messages
/N B B {W,,}M_, based on the signals received by all the BSs. The
’ N & ezztzade=zto2d hievability of -cell rateR is defined based on th
/ N X 3 X, 7 X, achievability of a per-ce  rate? is defined based on the
/ 5 y:\ ! error probabilityPr[{W,,}M_, # {W,,}M_,] at the central
& e § processor.
X, Y B X, Finally, we recall the expression of the per-cell capacity o
(@) (b) the system at hand in the absence of cooperation (i.e., for
8 =0 andp = 0), which is given by (see [10])
1
Ir:el?aiyzheg\i/)o-rrl\(,\,lo-user Gaussian MAC with generalized feedpézkTwo-way Rmicoop _ /0 log(l + PH(f)Q)df, (9)

where we have defined the transfer functii(f) = 1 +
2accos(2mf) with 0 < f < 1. Rate (9) clearly sets a lower
conventional network coding, and to cancel interferingialg bound on the maximum achievable per-cell r&eAn upper
using side information available at the decoder. This idea bound can be instead obtained by considering full cooperati
illustrated by the example in Fig. 2-(b), which represehts t at the MSs, which leads to [20]
so called two-way relay network. In this channel, studied in 1
large number of recent works, see, e.g., [11]-[16], nodesdL a Rfull—coop = / log (1+ P - H(f)*S(f)) df, (10)
3 have data to communicate to each other via relay 2: upon 0
reception of the signal transmitted by nodes 1 and 3, reldgnawith S(f) corresponding to the waterfilling power spectral
2 can broadcast a mix of the two signals relying on the fadt thdensity:
both nodes 1 and 3 can cancel their own signal, as they clearly n
have side information about it. Different techniques hagerb S(f) = (u _ #) (11a)
proposed to perform transmission from nodes 1 and 3 to 2 first PH(f)?
and then from 2 to 1 and 2, according to amplify-and-forward, st /1 S(f)df =1
decode-and-forward or denoise-and-forward techniques (s A '
[11]). The extension to linear networks with more than three

o . . IV. AN ACHIEVABLE PER-CELL RATE
nodes, which is of interest for our scenario, has also been he followi ition is th ) buti ¢ thi
treated in different works (see, e.g., [16]). The following proposition is the main contribution of this

paper and describes an achievable per-cell rate for therayst
I1l. SYSTEM MODEL in Fig. 1.
The system model we consider provides a simple abstractiorProposition 1 Fix an integeri’ > 0, a 2K +1)x 1 complex
for the uplink of a cellular system with generalized feedbacunit-norm symmetric vectorg = [gx gx—1-" 9o gx—1
. . . . T K 2 . .
The setup generalizes the linear Wyner model studied inga]” (34— x |gx|> = 1) with Fourier transform(f), and
large number of works (see [10] for a review). We assunf@nstants) <u; <1,: = 1,2, the following rate is achievable
that only one user is active at any transmission block (e.§er any s >0 and|p| < 1:
intra-cell TDMA) and that we have perfect synchronization.
) ° t { Jo Tog(1 + P,H(f)?)df + Re,

Using notation similar to that in Sec. II-A, and referring taR = min Y 5 o 5 5
Fig. 1, the signal received by theth BS at theith symbol is Jo log(1 + PH(f)? + viP|G(f)I2H(f)?)df

(11b)

given by (0 < a < 1) , (12
with
sz:sz+ me 1+Xm K +Zm17 6 —v —v,
et S o © blog (1+ T30 )
with i.i.d. (over both time: and BS indexm) Gaussian L 100 (1 O B2P.(1-1v2)u2
noise Z,,; ~ CAN(0,1) and per-symbol power constraint 2(K-1) Og( + 1+ﬁ2(2\gx\2Pch+2Pp))’

B2P.(1-v{)(2—v3)
1+82(2|gx |2 Pevi+2P,) ) 7

1 B2P.(1-v3)
skt log |1+ 432 (2lgk |2 Pov2+2P,) )

E[|Xm,il’] < P. Generalized feedback at the MSs amountsR, = min{ 5% log (1 +
to having themth MS receive at théth symbol
B2P./2(1—vi)(4—3v3) )

Vi = B(Xm—1,i + Xont1,5) + Zmis (7 1
T+K 108 (1 + T @lyn PPz 28,

with i.i.d. (over both timei and BS indexn) Gaussian noise 13)

Zm,i ~CN(0,1), andj3 > 0. The noise processds<,, ;};; andP.+ P, = P.

are generally correlated withZ,, ;}7, similarly to (4) as  Sketch of proaf Rate (12)-(13) is achieved via block-

(Ip] <1) Markov encoding using rate and power splitting, in a way that
Zmi=pZm;i+V1— pQZmJ-. (8) resembles the achievability scheme for the two-user Gaissi




MAC channel described in Sec. II-A. Specifically, as foWWe emphasize that the parameteris especially critical as it
that basic scenario, each MS divides its resources betwegtounts for the trade-off between power used for cooperati
transmission ofprivate and commoninformation, where the transmission to the BSs and that used for signalling among
latter is transmitted cooperatively by the MSs to the BSMSs.
Moreover, in order to enable cooperation, the MSs exchangeAs further shown in Appendix-B, using an appropriately
signallinginformation about the common messages. The maiiesigned block-Markov coding strategy and backward decod-
issue is how to perform this task in an effective manneng at the destination, rates (12)-(13) can be achieved. It
As explained below, this can be done by using decodi-noted that, similarly to (4)-(5) for the two-user Gaussia
and-forward techniques and exploiting the side infornratiaAC, a proper choice of the common rafe, as in (13)
available at each MS regarding the signals generated at tharantees correct decoding of the signalling messagé® at t
MS itself or already decoded by it. MSs, while condition (12) enables correct decoding at the
To be more specific, fix an integgk > 0. Encoding is central processor.
performed inB + K blocks. To generate such codebooks, a Remark 3As discussed in Remark 1, the scheme achieving
number of auxiliary variables per MS are defined: rate (12) fails to be optimal even in the case of the two-

« U, accounts for the common information of theh MS user Gaussian MAC. However, as will be discussed in the
that is cooperatively sent by a number of other MSs to threext section, it obtains relevant gains with respect to a non
BSs. Specifically, cooperation takes place vitki other cooperative scenario.

MSs, K on each side of the:th MS (see also [20]); Remark 4 In Remark 2, it was noted that for a two-

e V.m andV;,, represent the signalling information thatuser Gaussian MAC, if the MS measurements are of good
themth MS sends to the neighboring MSs to the right (thenough quality, the scheme at hand is able to attain the upper
(m+1)th MS) and left (the:z—1)th MS), respectively, to bound corresponding to full cooperation. The same conmiusi
enable cooperation. More specifically, as explained beloapplies to the rate (4)-(5) for the cellular MAC of Fig. 1. In
Vi.m is used by themth MS to propagate signalling fact, if 3 is large enough in (7), by selecting. = P (and
information from left to right; similarly,V; ., propagates P, = 0) andv? sufficiently close tol, one can get arbitrarily
signalling information from right to left. Note that theclose to the upper bound (10). To see this, observe thdfo¢
decoding of such signalling information at each MS large enough, we can hay€(f)|*> ~ S(f) in (12) since a
uses the fact that the codewords generated filom 1 finite-impulse-response filtgy can approximate any frequency
and V; ,—1 are known at themth MS as they carry response (e.g., the waterfilling solutist{(f)) if the number
information that has been previous routed through th# taps is large enough (see also [20]); aii)l One can set

mth MS (analog network coding); and gk = 0 so as to avoid interference in the decoding of the
« Vum accounts for signalling information generated lointer-MS signalling messages (see (13)): by setijiag= 0,
cally by themth MS. every MS effectively cooperates with orty K —1) MS, rather

The joint distribution of all random variables is chosethan2K, thus sacrificing some cooperative gain to enable the
to be complex Gaussiart/,,, Vim, Vim, Vam, Usm are two neighboring MSs to cancel all the interference caused by
independent distributed &\ (0, 1) and such cooperative signals (see the proof in Appendix-B aad th

discussion above for details).

K
5 | P
szyl Pc Z gkUm—k+V2 7(1_1/12)(‘/;,771
e K V. NUMERICAL RESULTS

+Vim) + \/Pc(l — v (1= v3)Vim (24) In this section, we provide some numerical results to obtain
insight into the performance and limitations of the achidea

Xon = Vin =/ PUm, (15) rate derived above. For comparison, we consider the rade (13
where the parameters are constrained as in Propositionathievable with no cooperation, which sets a lower bound,
Note thatP, and P, correspond, respectively, to the powerand the upper bound (10) corresponding to full coopera-
used for transmittingprivate and commoninformation: the tion. To reduce the number of optimization variables, we fix
former is sent to the BSs without any cooperation froms = (K — 1)/K, which essentially corresponds to dividing
other MSs, unlike the latter, where cooperation occurs withe power used for signalling in an equal fashion among the
2K other MSs (see the discussion above). Furthermore, tt@mmon messages communicated at each block. Moreover, the
common-part powerP, is divided between the power usedilter g is chosen (suboptimally) using a frequency-sampling
for cooperative transmission to the BSs, givenufP. (the method with target function given by the waterfilling soturti
first term in (14)), and the power used for signalling to oth€i1) as in [20]. The remaining parameters specifying the
MSs so as to enable cooperation, given by-(v?)P.. The per-cell achievable rate (12), namely the power allocation
latter power is in turn split between the power employe@., P,) and the fractionw; of the common power used for
to forward signalling information received from neighborgsooperative transmission to the BSs or signalling (redal));
(v3P.(1—v}), the second term in (14)) and locally generatedre optimized numerically. Note that the noise correlation
common informationB.(1—v?)(1—v3), the last term in (14)). coefficientp in (8) plays no role in either the achievable rate




or the bounds, and can thus be set to an arbitrary value in t 0208, §P-200B
following. ‘ ‘ ‘

Fig. 3 shows the achievable rate (12) versus the sign: 2f
to-noise ratioP as compared to lower and upper bound:
for « = 0.8, 52 = 20dB ! and for different values of g
the number of cooperating terminalé = 1,2, and 3. It is &
noted that the optimal fraction of common powerused for
cooperative transmission decreases with(not shown), as
expected, since more power is required for signalling as tt
number of common messages to be delivered increases. 1t .
also remark that increasing the number of cooperating M¢ (etering’
beyond K = 3 is deleterious in terms of achievable rates ir
this example, due to the limitations in terms of resources fc 06
signalling. Also shown is the cas#® = 30dB, K = 2. It oa
is seen that, if3? is sufficiently large, the proposed scheme ==
enables relevant rate gains with respect to no cooperatiah, ED 8 © 4 2 0 2
allows the system to partially bridge the gap to the uppe
bound corresponding to full cooperation.

This fact is further investigated in Fig. 4 where the rategg- 3. = Achievable rate (12) versuf as compared to lower (9) (no
discussed above are shown versiis for o = 0.6 and CooPeRICn) and uerer boun (10) (ul cooperaton) for 0 and
P = —2dB. Following Remark 4, we setx = 0 and K =1,23.
obtain the remainin@(K — 1) + 1 taps ing according to
the frequency-sampling as above. This is motivated by the

.

141 p2=30dB, .

K=2 =>4
P

bit/s/Hz]
o
;

fact that we are interested in achieving the upper bound ., ‘
full cooperation for sufficiently largg?. As discussed above, B on
a full optimization over all the parameters has the poténti 5| wateftng :

of further increasing the achievable rate. It should also |
emphasized that the choice to operate in the low-SNR regit ;4|
is motivated by the fact that only in this regime are gair
from cooperation attainable: In fact, for sufficiently lar§NR

P, the upper (10) and lower (9) bounds coincide, implyin
that optimal performance is achieved without any coopenati 1k
among MSs. Fig. 4 confirms that, for sufficiently largeand
K, the performance of the proposed scheme attains the up g5}
bound of full cooperation.

—_

.05

bit/s/Hz]

VI. CONCLUSIONS 0.9¢

The presence of feedback signals can be exploited by 1 085 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
MSs of a cellular system to set up cooperation. The achieval 0 10 20 30 40 BszB] 60 70 80 90 100
rate derived in this paper extends previously proposed-tec
niques for two-user Gauss_ian MACs by e_zxploiting the regulair 4 Achievable rate (12) versus® as compared fo lower (8) (o
ceIIuIar structure to effectlvely commun_lcate among ngar o%pe}ation) and upper bound (10) (full coopefation) for— 0.6 and
MSs via “analog network coding” techniques. Numerical rep = —24B.
sults show that, even when accounting for the resourcesdeed
to set up cooperation via inter-MS signalling, feedbackeuha
techniques can achieve rate gains in the low-SNR regime, and
can achieve the upper bound of full cooperation if the MBSs to corresponding MSs and extending the results to two-
measurement channels are “good” enough. The results h@#@ensional cellular models [10].
provide a more complete picture regarding the gains from MS
cooperation predicted by [20], where the inter-MS channel
used for signalling were provided as extra resources octhalg APPENDIX
to the main uplink channel.

Interesting extensions of this work include devising feed; L. A )
back strategies similar to [3] [4] based on local feedbaoknfr %\ Brief Derivation of (4)-(5)

no
cooperation
T

132, when measured idB, is defined ag0log,, 32, where the latter is Us_'ng the aCh!evable rfa_tes of [5]-[7] (see also [8]), we
in linear scale. obtain the following conditions on the equal rafe (recall



definitions in Sec. II-A): The private message is then further split ifo+ K blocks
wézn, b=1,2,.., B+ K (each WlthnR bits), while the

common message is split inf® bIockch i, b=1,2,...,B,
each withnR. bits. Note that the overall rate is

R < I(X1;Y|UVWVaXs) + I(V1; Y2|UX5) (16a)
R < I(X9;Y|UViVaXy) + I(Va; Y1|UX:) (16Db)

1
R < -I(X1 Xo; YUV VS 16
< I XEYIUN:) (16c) f) — BETKR
1 1 = )
+ 5 I(Vis Y| UX) + S1(Vas Y4 |UX1) (16d) B
R< lI(Xle Y) (16e) SO thatR(K) — R for B — oo andfixed K.
T2 ’ () _ (=K K ®  —
. - . Define WC m - ({wc m+k}k:7K) and We -
to be maximized over auxiliary random variables V1, V; ( ((:bzm’ gb%lvwgbl)m) with W((:bzm _ {wil,)mli)k K-t

satisfying the Markov chain relationship; X;) —U — (V2 X5

and the power constraink|[|X;|?] <h(P Ai dlscéssed )m Wi, = {w ébmik 1_i. Assume that at blocky each
Remark 1, the Markov condition limits the correlation struonth MSs has correctly estimated’), (it clearly already
ture between the codewords of the two sources. Now for theows w(b K)) and w(b) (it knows w,(; m) (see the de-
following choice of auxiliary random variables € 1,2), we scription of decoding below) Thenth encoder transmits

have 27 (%, w, w, ) at blockb, wherew!,) = 1 for &’ < 0
/ 1 1 1 —
Vi = /P + JA =BV, (17a) f}l(rl(ib2 > B. See Fig. 5 for an illustration foB = 2 and
Xi =Vi+ VBU; (17b)  Dpecoders
with 0 < v <1, P.+ P, = PandU, V/ andU/ (i = Decoders at thenth MS Themth MS at blockb, based on
1,2) independent\ (0, 1); defining R, = I(Vy;Y2|UX,) = the observation o) |s mterested in decodlngzclmﬂ,
I1(Va; V11U X4), one gets (4)-(5). wff_”;mfl, wgf’;H and wc m+1 This is done via a joint

typicality decoder that attempts to find the variables noergd

B. Proof of Proposition 1
above such that the sequences
Referring to Sec. IV for basic definitions, here we complete
(b—K) n (b) )

the proof. n K

Codebook generation Homn (Wem ) b= i Vnim—1 (Weirm—1);

Split the per-cell rateR as R = R, + R. (private and v{fm,l(wgl)ym,l), vﬁmH(W,(fﬁymH)’ vl’fmﬂ( t(:bl)mﬂ)
common partsR,, R. > 0).

n (b) n (b) n(b)
vd,mf (wc.mf )7 vd,m (wc,m )’ ym }
« Generate 2" codewords u? (Wem), Wem = mot T em—t et emt

nRe
zlsllzil)rdi\g toc?\}/((;:’hlc))f)sm each symbol mdependentl;gre jointly typ|cal Notice that message{mgbmf,l K
« Generate 2" -1Re  codewords vﬁm({wc,mfk}f;f) wff”l{m_l andw“erl are known by thenth MS at thebth
for wemx = 1,2,.,2" (k = 1,.,K — block as they have either been decoded or generated by the
1) by choosing independerA/(0,1) symbols Pro- mth MS at previous blocks.
ceed similarly for codewordSz;l’fm({wc7m+k}kK:‘11), Decoder at the CPThe CP uses backward decoding and
Wemti = 1,2,...,2"% . Finally, generate2"®c code- joint typicality detection [7].
words v}, (wem), Wem = 1,2,..,2"7 again by  Analysis of error probability
choosing independei@\V/ (0, 1) symbols; At the mth MS There are 15 disjoint error events and
« For each value of Wwe, = ({@emirtic_k) keeping only the dominant ones, we get
and we,m = ({Wemtn}he g4q) Create a code-
word v (We m, Wem) by summing the corresponding 1 232P,(1 — v2)(1 — 13)
u?n(ﬁ’c,m)a Uﬁm({wc,m—k}fzil.l)a vln;m({wc,m-l-k}fzill)? Rc S 51 (1 + 1+ 62(2|9K|2P I/12 + 2P, ))
Vg (We,m) according to (14); 2P —v )V
o For each value ofw., and w., generate R, < _—— g( - _ 1)V2 >
2Ry codewords 2" (We,m, Wem, Wp,m)  With 2(K - 1) 1+ 32(2lgx[*Pevi + 2P,)
wpm = 1,2,...,2"% by choosing each symbol , _ Llog (1 FP.(1-v?)(2—v3) )
independently according to the complex Gaussian 1+ 32(2|gx |?P.v? + 2P,)
distribution  fx v (:|vm,i(We,m, We,m)) defined as in 1 F2P.(1—1?)
(15) S oK1 (1 T TT PRIk PP+ 2Pp)>
Encoders We use BIock-MarI_<0v encoding oveB + K P o< 1 : (1 . B32P./2(1 — v2)(4 — 312) >
blocks. Each MS messags,, carriesn((B+K)R,+BR.) = eS8 1+ 322lgx PPu? 1 2P,)

n(BR + K R,) bits and it is split into two parts, one private
wp.m With n(B + K)R, and one common witmBR, bits.



Block 1
u, (1)
v, (0
v,”m(l)
Vi, W)
XL LL LI w1, w)
Block 2
up (1)
v, )
Vi v
Vi W)
o (LI w2 w) 1w
Block 3
()
Va2
V),
Vi)
A (O o W w1 1w 1w
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(7))
Vi (D)
Vi
vs’m(l)
w2 o W@ L)

Fig. 5. Block-Markov encoding strategy fd = 2 and K = 2.
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At the BSsUsing backward decoding, the analysis of the

error probability reduces to the one carried out in [20] sat th

1
R+ R < / log(1 + P (f)? + v2Po|G ()2 H(f)?)df
0

1
Ry < [ log(L+ BH(P,
0
from which Proposition 1 is proved.
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